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Abstract

This paper analyses the performances of pre-trained deep learning models as feature extractors for apparent personality trait detection (APD) by utilising different statistical methods to find the best performing pre-trained model. Accuracy and computational cost were used to measure the model performance. Personality is measured using the Big Five Personality Schema. CNN-RNN networks were designed using VGG19, ResNet152, and VGGFace pre-trained models to measure the personality with scene data. The models were compared using the mean accuracy attained and the average time is taken for training and testing. Descriptive statistics, graphs, and inferential statistics were applied in model comparisons. Results convey that, ResNet152 model reported the highest mean accuracy in the test dataset (0.9077), followed by VGG19 with 0.9036; VGGFace recorded the lowest (0.8962). ResNet152 consumed more time than other architectures in model training and testing since the number of parameters is comparably higher than the other two architectures involved. Statistical test results prove no significant evidence to conclude that VGG19 and ResNet152 based CNN-RNN models performed differently. This leads to the conclusion that even with a comparably lower number of parameters VGG19 model performed well. The findings reveal that satisfactory accuracy is obtained with a limited number of frames extracted from videos since models achieved more than 90% accuracy.
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1. Introduction

APD draws attention to computer vision and affective computing. APD is applicable in various areas and achieves benefits: social robotics (Lee et al., 2006), (Mileounis et al., 2015), criminology (Reid, 2011), education (Hakimi et al., 2011; Jensen, 2015; ÿz, 2016), and animation movie industry (Juhan and Ismail, 2016; Zammitto et al., 2008). Apparent personality is also helpful in different situations, such as predicting social behaviour, adaptive marketing, affective interfaces, adaptive advertising, job interviews, adaptive tutoring and psychological therapies (Mehta et al., 2019). Not limited to these, computing devices can convert into intelligence devices which can act according to the user's personality. Hence, investigation of personality type/types through appearance has become popular in these fields, and the literature provides much research information. Several studies were conducted to detect the apparent personality using different machine learning algorithms and different sets of features. Before introducing deep learning, researchers used artificial neural networks (ANNs), support vector machines (SVMs), and regression techniques (Ilmini and Fernando, 2017) to detect personality traits from handwriting, speech, video, and social media data. When deep learning came into practice and showed significant improvement in accuracy, personality detection researchers also started to focus on deep learning techniques. Deep learning models such as Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) are prevalent in APD. However, some researchers have focused on applying transfer learning in the model development process. The ChaLearn Looking At People ECCV Challenge (Ponce-López et al., 2016) vastly improved research studies in this area.

The winners of the ChaLearn Looking At People ECCV Challenge, Zhang et al. (2016), Subramaniam et al. (2016), and Güçlütürk et al. (2016), proposed different deep learning architectures to predict the apparent personality. Zhang and others proposed a bi-model deep regression model using visual and audio to predict apparent personality. For visual modality, they used DAN (Descriptor Aggregation Network) and DAN+ architectures composed of VGGFace (Parkhi et al., 2015) pre-trained model as a feature extractor. Audio modality was designed using a fully connected layer followed by a sigmoid layer. They concluded that the DAN+ model's performance is better than the VGGFace, DAN, and ResNet (He et al., 2016) architectures for visual modality. Subramaniam et al. (2016) proposed a bi-model neural network architecture. The bi-model neural network comprises two branches, an audio feature analyser and
visual feature analyser. The results from the two branches are fused at the end to predict personality traits. In the pre-processing of the visual data, the OpenFace C++ library (Baltrusaitis et al., 2016; Mahdy et al., 2019) was used to prevent possible bias from background data. Two neural network architectures were developed, i.e., a volumetric (3D) convolution model and a long short-term memory (LSTM) based model. The results showed that the convolutional model takes less time in training when compared with the LSTM model. The performance of the two models was compared using criteria given by the ChaLearn Looking at People ECCV Challenge. The findings reveal that the LSTM model performs better than the convolutional model. The underlying reason for the better performance of the LSTM model is the capability of learning temporal relationships than convolutional models. Güçlütürk et al. (2016) proposed two residual blocks based on a deep neural network to measure the personality from the audio and visual data. Both residual architectures compromise 17 layers. The visual and audio modality outputs are combined using a fully connected layer to measure the Big five personality scores.

Furthermore, researchers developed different solutions to APD with various deep learning architectures. Table 1 summarises the significant research works.

Table 1: The taxonomy of research conducted in this area using deep learning techniques with ChaLearn by looking at the People's First Impression dataset

<table>
<thead>
<tr>
<th>Research Work</th>
<th>C.S.*</th>
<th>T.L.**</th>
<th>Modality</th>
<th>Network architecture</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Zhang et al., 2016)</td>
<td>Y</td>
<td>Y</td>
<td>Scene and Audio</td>
<td>Visual: ResNet VGG, Face DAN and DAN+ Audio: Linear Regressor 3D-CNN and LSTM (visual and audio data)</td>
<td>Data: 100 frames per video Accuracy: Visual module, VGG-Face: 0.9072, ResNet: 0.9080, DAN: 0.9100, DAN+: 0.9111 (with epoch fusion) and audio regressor: 0.8900</td>
</tr>
<tr>
<td>(Subramaniam et al., 2016)</td>
<td>Y</td>
<td>X</td>
<td>Scene and Audio</td>
<td>Residual Architecture with 17 layers for both modalities CNN with VGGFace, VGG VD-19, and kernel ELM</td>
<td>Data: 6 frames per video Accuracy: LSTM: 0.913355 and 3D-CNN: 0.912473 Data: all frames Epochs: 900 Mean accuracy: 0.912132</td>
</tr>
<tr>
<td>(Güçlütürk et al., 2016)</td>
<td>X</td>
<td>X</td>
<td>Scene and Audio</td>
<td>Scene, facial region, and audio</td>
<td>Data: 2.45M frames for the training and 0.82M for both validation and testing Mean accuracy: 0.9094 for scene modality Data: 10 frames per video</td>
</tr>
<tr>
<td>(Yang and Glaser, 2017)</td>
<td>Y</td>
<td>Y</td>
<td>Scene and Audio</td>
<td>ResNet32, Bi-model LSTM</td>
<td>Data: 10 frames per video</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Research Work</th>
<th>C.S.*</th>
<th>T.L.**</th>
<th>Modality</th>
<th>Network architecture</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Barezi et al., 2018)</td>
<td>X</td>
<td>Y</td>
<td>Scene, Audio, and Text</td>
<td>Three CNNs for three modalities with VGGFace to extract features from the visual's modality</td>
<td>Accuracy: LSTM L2 - 0.9083, LSTM L1 - 0.8963 and ResNet - 0.8935</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>with L1 and L2 Loss</td>
<td>Data: Random one frame per video Accuracy: 0.8965, Three modalities score on the validation dataset: 0.9062</td>
</tr>
<tr>
<td>(Aslan and Güdükbay, 2019)</td>
<td>Y</td>
<td>Y</td>
<td>Audio, Scene, facial region, and transcriptions</td>
<td>LSTM networks with ResNet101 and VGGish pre-trained deep learning models</td>
<td>Data: 2.5M frames for training Accuracy: Scene data with ResNet CNN-RNN architecture (six LSTM layers) achieved 0.9116. The Multi-feature model achieved 0.9163</td>
</tr>
<tr>
<td>(Li et al., 2020)</td>
<td>X</td>
<td>Y</td>
<td>Scene, facial region, audio, and transcriptions</td>
<td>Deep classification-regression network (CR-Net) based on ResNet34</td>
<td>They proposed a &quot;Bell Loss&quot; to overcome the drawbacks of the L1 and L2 loss in the current problem and achieved a 0.9188 mean trait score</td>
</tr>
<tr>
<td>(Aslan and Güdükbay, 2019)</td>
<td>X</td>
<td>Y</td>
<td>Audio, Scene, facial region, and transcriptions</td>
<td>LSTM networks with ResNet101 and VGGish pre-trained deep learning models</td>
<td>Data: One frame per second Accuracy: Ambient data model 91.1% mean accuracy, and the multi-model 91.8% average mean accuracy</td>
</tr>
<tr>
<td>(Mujtaba and Mahapatra, 2021)</td>
<td>X</td>
<td>Y</td>
<td>Scene, facial region, audio, and transcriptions</td>
<td>Multi-task deep neural network based on VGG19 and VGGFace</td>
<td>Accuracy: 0.9114 average mean accuracy</td>
</tr>
</tbody>
</table>

*Column 2: C.S. refers to a comparison study conducted. **Column 3: T.L. refers to transfer learning applied. The cell values Y – represents "Yes" and X represents "No."

Most researchers used bi-model architectures to predict the apparent personality with audio and visual modalities. Few researchers used visual, audio, and transcription data (audio streams converted to text), whereas some extracted a comparably high number of frames from the videos in the visual modality. In these works, the researchers have focused on the model's accuracy, not paying much attention to the
problem's complexity. These methods lead to a high computational cost. Out of all these works, most of them used transfer learning as a feature extraction module. Literature proves that few research works conducted in this area tend to compare the models based on accuracy. Nevertheless, a lack of work focused on comparing the models based on the computational cost of the problem. They concluded that specific pre-trained models are better than others based on the accuracy.

Automatic apparent personality detection is a combination of psychology and machine learning algorithms. Theories of psychology describe a person's appearance and behaviour depending on the person's inner aspects, that is, personality. There are various personality schemas defined in psychology from time to time, but the most acceptable one is the Big Five Personality Schema (Wiggins, 1996). The Big Five Personality Schema defines the personality of a human using a vector of five values: Openness (O), Conscientiousness (C), Extraversion (E), Agreeableness (A), and Neuroticism (N), abbreviated as OCEAN or CANOE. Each personality trait value has its meaning with subordinate personality types. John and Srivastava defined the Big Five Personality dimensions and correlated trait adjectives (John and Srivastava, 1999).

- **Openness** (openness vs closeness): Describes a person's level of imagination, feelings, and ideas. Having a high value for this trait leads to curiosity and creativity. Low scores mean they like routines and are more practical people.
- **Conscientiousness** (conscientiousness vs lack of direction): Describes competence, diligence, carefulness, and goal driven. A high score for this trait means hardworking and organised, while a low score leads to careless and disorganised behaviour.
- **Extraversion** (extraversion vs introversion): Describes a person's social behaviour, whether a person likes to be with others and enjoys being around people. People with a high score for this trait are warm and seek adventures, while those with a low score show a quiet and withdrawn nature.
- **Agreeableness** (agreeableness vs antagonism): Describes trustfulness and supportive nature. A high score leads to a supportive and trusting nature, and a low score reflects uncooperative and suspicious behaviour.
- **Neuroticism** (neuroticism vs emotional stability): Describes negative feelings such as anxiety, anger, and depression. A high score for this trait implies that the person is emotionally unstable. A low score leads to a calm nature.

In the field of deep learning major challenge is training cost. It needs a comparably high amount of time to train the model, increased processing power for training, and a large amount of data to obtain a better prediction model. To solve this vital issue, researchers in this field use transfer learning, which uses previously acquired knowledge in a new domain (Lu et al., 2015). The current research employed two models trained on the ILSVRC (Russakovsky et al., 2015) and VGGFace (Parkhi et al., 2015) trained on...
face recognition in the APD problem, and their performances were compared based on accuracy and computational cost.

2. Contributions

The contributions of this work to the APD field from visual data are as follows:

- This research work primarily aims to obtain a comparably high accuracy for APD with fewer features and parameters, which can reduce the computational cost while achieving high accuracy.
- Use descriptive and inferential statistics to select the suitable pre-trained model based on accuracy and computational cost.

The rest of the paper is organised as follows: Section 2 describes the experimental study conducted to find the best pre-trained deep learning model in the APD with visual data, Section 3 states the results obtained, and Section 4 includes the discussion and conclusion.

3. Methodology

This section discusses the experimental studies conducted to find the best pre-trained model as a feature extractor in CNN-RNN (LSTM) based APD in terms of accuracy and computational cost. All experiments were conducted on a precision server with Nvidia RTX 3090 24 GB.

3.1. Dataset: The First Impressions V2

This research work uses ChaLearn Looking at People First Impression dataset (Ponce-López et al., 2016) for the experiments. This is the only large publicly available dataset with personality annotations. Ten non-overlapping frames were captured from each video and stored with the ground truth values. The dataset sizes after capturing frames:

- Training Dataset: 6,000 (number of videos) x 10 (10 frames per each) = Total 60,000 frames
- Validation Dataset: 2,000 (number of videos) x 10 (10 frames per each) = Total 20,000 frames
- Test Dataset: 2,000 (number of videos) x 10 (10 frames per each) = Total 20,000 frames

The model is evaluated using one minus mean absolute error, i.e., the absolute distance between the predicted value and ground truth value. The mean accuracy of the model is calculated using Equation 1:

\[
\text{Mean Accuracy} = 1 - \frac{1}{M \times N} \sum_{j=1}^{M} \sum_{t=1}^{N} \left| \text{target}_{ij} - \text{output}_{ij} \right|
\]  

(1)

Where N is the number of videos, M = 5 number of personality traits, the target is the respective ground-truth value, and output is the predicted value from the model for a given video. We used Equation 1 to evaluate the network's performance because it is the evaluation matrix introduced at the ChaLearn First Impression Challenge (Ponce-López et al., 2016).

3.2. Network Architecture

The current study used three pre-trained deep learning models: ResNet152 (He et al., 2016), VGGFace (Parkhi et al., 2015), and VGG19 (Simonyan and Zisserman, 2014). We selected these architectures because Resnet152 achieved a 94.046% of the highest top-five accuracy in the ILSVRC out of ResNet
variants. VGG19 gained the highest (90.876%) accuracy out of all the VGG variants in the ILSVRC. VGGFace pre-trained model was used as it has received initial training on face recognition, unlike the ILSVRC-based pre-trained models, which are general-purpose classifiers. Past researchers have also proved that VGGFace-based DAN and DAN+ architectures performed well in APD.

3.3. Pre-trained deep learning models based on CNN-RNN architecture

Figure illustrates the network architecture used in this study. We have designed three separate CNN-RNN models with VGG-Face, VGG19, and ResNet152 state-of-the-art deep learning models. At the end of the CNN part, we added an RNN part for all networks by adding one LSTM layer. The main reason behind using RNN in the current research is to capture temporal information, which is essential in video analysis.

![Network Architecture](image)

**Figure 1. Network Architecture.**

The total number of parameters of each model:

- VGGFace - Total parameters: 15,471,717 (until the 25th layer, freeze all the layers)
- VGG19 - Total parameters: 33,113,189 (until 49th layer, freeze all the layers)
- ResNet152 - Total parameters: 59,388,005 (until the fourth layer's last convolutional layer, set all the layers freeze)

3.4. Network Parameters

We initially experimented with these models with different configurations and found the values/methods more appropriate for the APD problem. After running a few tests, as the model tends to overfit, we set up an early stopping counter of 20 epochs for the validation loss. Since this is a regression problem, we applied the most common loss functions. All implementations were conducted using PyTorch (Paszke et al., 2019) machine learning library. The finalised parameters of the current performance study are as follows:

- Learning Rate: 1e-5
• Epochs: 150 with an early stopping count of 20
• Optimiser: Adam
• Batch Size: 8
• Loss: L1 (Mean Absolute Error) and L2 (Mean Squared Error) Loss

The values assigned for the above parameters were finalised after conducting several experiments with the dataset. Then the values were selected based on the model's performance and the computational capability of the device used to train the model. The networks were trained ten times with the abovementioned parameters and stored to compare the performances. We used the following parameters to compare the models:

• Mean Accuracy
• The time necessary to test the models with the test dataset (2,000 videos in the test dataset)
• The average time to train the models with the training dataset (per one epoch)
• The number of epochs ran to achieve the best accuracy

Descriptive and inferential statistics were used to find the best-performed model with given parameters. The descriptive statistics used are minimum, maximum, mean, and standard deviation. Inferential methods used are the Friedman test (nonparametric multiple sample comparison test) (Friedman, 1937) and Dunn's post hoc test (Dunn, 1961). Dunn's post hoc test was used to find which models differed if the null hypothesis was rejected in the multiple comparison test. All statistical tests were conducted using the SPSS tool (IBM, 2019).

4. Results

This section summarises the results of this study. First, the mean accuracies reported by each model in the testing datasets are outlined, followed by summarising the time consumed by each model to complete the testing and training processes. Next, the trait-wise analysis is conducted to understand more about the accuracies obtained.

4.1. Statistical Analysis of Mean Accuracies Obtained in the Test Dataset

Table 1: Descriptive statistics of Mean Accuracy achieved by each architecture with two loss functions in the test dataset

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Minimum(^1)</th>
<th>Maximum(^2)</th>
<th>Mean(^3)</th>
<th>Std. Deviation(^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace_L1</td>
<td>0.8935</td>
<td>0.8962</td>
<td>0.8949</td>
<td>8.6 x e(^{-4})</td>
</tr>
<tr>
<td>VGGFace_L2</td>
<td>0.8920</td>
<td>0.8955</td>
<td>0.8944</td>
<td>1.1 x e(^{-3})</td>
</tr>
<tr>
<td>VGG19_L1</td>
<td>0.9006</td>
<td>0.9034</td>
<td>0.9022</td>
<td>9.0 x e(^{-4})</td>
</tr>
</tbody>
</table>

\(^1\) All values are truncated to four decimal places
\(^2\) All values are truncated to four decimal places
\(^3\) All values are truncated to four decimal places
\(^4\) Std. deviation is in the scientific format
Table 1 demonstrate that ResNet152 achieved the highest average and minimum and maximum mean accuracies than VGG19 and VGGFace models. The VGGFace-based model showed the least accuracy compared to other architectures. Figure 1 also verifies that VGG19 and ResNet152 models are better than VGGFace. Scores of VGG19 and ResNet152 lie in the same range, but in some epochs, ResNet152 achieved the highest accuracy among other models (Figure 1). The Friedman test was conducted with the null hypothesis that all models are identical. Table 2 summarises the results.
The Friedman test results clarify with the significance level of $3.709 \times e^{-7}$ (< 0.05) that the pre-trained models behave differently (Table 2 (a) and (b)). Furthermore, the mean rank values obtained by each model convey that the ResNet152 model has the highest mean rank value by achieving the maximum mean accuracy.

Then Dunn's post hoc test was conducted to verify which models behave differently. The results (Appendix Table A 1) indicated that VGGFace with L2 loss, and VGG19, VGGFace, and ResNet152 models perform differently. However, the post hoc tests do not convey that the VGG19 and ResNet152 models perform differently. The Friedman and post hoc test results make it challenging to conclude that loss functions behaved differently within the same architecture (Table A 1).

### 4.2 Statistical Analysis of Time Taken by Each Model to Test and Train

Table 3: Descriptive statistics - Time (in seconds) taken by each model to process the test and training datasets

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace_L1</td>
<td>55.5</td>
<td>58.2</td>
<td>56.360</td>
<td>0.9902</td>
</tr>
<tr>
<td>VGGFace_L2</td>
<td>55.3</td>
<td>58.7</td>
<td>56.960</td>
<td>1.2989</td>
</tr>
</tbody>
</table>
Table 3 and Figure 2 show that ResNet152 takes comparably more time than VGG19 and VGGFace in model training and testing. The VGGFace-based model took the least time compared to the other two architectures. The Friedman test results also confirm with the significance level of $6.658 \times 10^{-9} (<0.05)$ and $3.7479 \times 10^{-9} < 0.05$ that the pre-trained models behave differently (a) and (b)).

---
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ResNet152 recorded the highest mean rank value. The post hoc test results (Appendix Table A 2 and Table A 3) indicate that VGGFace and ResNet152 models perform differently. Nevertheless, the post hoc tests do not reveal that VGG19 and ResNet152 models performed differently. Figure 2 shows an extreme data point in the VGG19 samples, which recorded higher time than other instances in the VGG19. This extreme data point could have resulted from the unusual data loading behaviour because, occasionally, it takes more time than usual to load data to feed the network.

Table 5: Friedman test results on time taken by each architecture with two loss functions to complete one test run on the test and training datasets (a) Friedman Test Mean Rank Values, (b) Friedman Test Statistics

<table>
<thead>
<tr>
<th>Test Dataset</th>
<th>Architecture</th>
<th>Mean Rank</th>
<th>Test Dataset</th>
<th>Architecture</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>VGGFace_L1</td>
<td>1.30</td>
<td>Training</td>
<td>VGGFace_L1</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>VGGFace_L2</td>
<td>1.70</td>
<td></td>
<td>VGGFace_L2</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>VGG19_L1</td>
<td>3.75</td>
<td></td>
<td>VGG19_L1</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>VGG19_L2</td>
<td>3.25</td>
<td></td>
<td>VGG19_L2</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>ResNet_L1</td>
<td>5.70</td>
<td></td>
<td>ResNet_L1</td>
<td>5.70</td>
</tr>
<tr>
<td></td>
<td>ResNet_L2</td>
<td>5.30</td>
<td></td>
<td>ResNet_L2</td>
<td>5.30</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Test Statistics</th>
<th>Test</th>
<th>N</th>
<th>Chi-Square</th>
<th>df</th>
<th>Asymp. Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>N</td>
<td>10</td>
<td>46.662</td>
<td>5</td>
<td>6.658 x e^{-9}</td>
</tr>
<tr>
<td>Training</td>
<td>N</td>
<td>10</td>
<td>47.886</td>
<td>5</td>
<td>3.7479 x e^{-9}</td>
</tr>
</tbody>
</table>

(b)

4.3. Number of Epochs to Converge to the Highest Mean Accuracy

The statistical test results on the number of epochs ran to achieve the highest mean accuracy, which shows no significant difference between models. Therefore, the null hypothesis is rejected with the p-value of (0.444) > 0.05.

5. Discussion and Conclusion

This research aims to find the most suitable pre-trained deep learning model for CNN-RNN architecture based on the accuracy and the computational cost. Most previous research works in this area have used two (visual and audio) or three (visual, audio, and text) separate networks in the APD problem and concluded that the visual data affects more to the prediction more than audio and text data (Barezi et al., 2018). In the visual modality, few researchers have used raw frames extracted from the videos (Güçlütürk et al., 2016; Zhang et al., 2016) or face data extracted from raw frames (background removed).
Further, a few researchers have used raw frames and face-aligned data both in the visual modality (Aslan and Gündükbay, 2019; Gürpinar et al., 2016; Li et al., 2020). Using many features increases the problem's complexity. Hence, we focused on predicting the apparent personality with one modality.

Barezi et al. (2018) concluded that visual data are more relevant than the audio and transcription data in the APD problem, with a 0.8965 mean accuracy. The current study also emphasises the past research findings by achieving 0.9077 mean accuracy for the APD problem with scene data. The results of this study further explain that ILSVRC pre-trained models can be generalised in the current research work. The ILSVRC pre-trained models used in this study were chosen based on their performances on the ILSVRC. Past research works in this area also confirm that the ILSVRC models can solve the APD problem with a significant amount of data. Remarkably, in the current study, ten non-overlapping frames from each video achieved the best mean accuracy of 0.9077 (ResNet152 with L2 Loss).

Nevertheless, few researchers have extracted a comparably higher number of frames from the videos and fed them into the network. Zhang et al. (2016) obtained 100 frames from each video and achieved 0.9111 for visual data, while Güçlütürk et al. (2016) extracted all frames from each video and ran 900 epochs to reach 0.912132 with visual and audio features. Gürpinar et al. (2016) achieved a mean accuracy of 0.9094 for scene modality, and they used 2.45M frames for the training and 0.82M for both validation and testing. Yang and Glaser (2017) used LSTM-based architecture with L2 loss for visual and audio data and attained a 0.9083 accuracy. Aslan and Gündükbay (2019) recorded a 0.9116 mean accuracy for scene data with ResNet CNN-RNN architecture with six LSTM layers. They used 2.5M data in the training dataset. These past research findings confirm that they achieved the highest accuracy with a comparably higher amount of data. Also, Aslan and the team (2021) used a complex architecture with six LSTM layers in the ambient modality and achieved a 91.1% average mean accuracy. Mujtaba and Mahapatra (2021) used ambient, facial, audio, and transcription data to achieve a 91.14% mean accuracy for the proposed MTDNN. This information implies that a few studies have used complex architecture with more features to achieve the best accuracy.

In the statistical analysis, the results of Dunn's test are incapable of identifying the difference in some situations, e.g., the post hoc results on time taken for training. Even though a considerable difference exists between VGG19 and ResNet152, the post hoc test does not confirm the fact. Derrac and others (2011) mentioned that the multiple comparison techniques might fail to identify a significant difference between some algorithms.

Regarding the number of parameters, the VGGFace model has the least, and ResNet152 has the highest number of parameters than VGG19. This fact affects the time complexity of model training and testing. ResNet152 consumed the highest time in model training and testing, followed by VGG19 and VGGFace.
(Table 3). Finally, to decide which model performs well, it is necessary to concentrate on computational cost and accuracy.

In terms of accuracy, ResNet152 and VGG19 models performed well. Furthermore, of those two, ResNet152 shows maximum accuracy with a value of 0.9077. However, the test time is comparably high in ResNet152 than in other architectures. However, in seconds per video, it is 0.0473, which is a small value. Also, the ResNet152 model took comparably high time to train the network than the other two architectures. VGG19-based architecture has fewer parameters than ResNet152-based architecture based on the number of network parameters. Overall, we can conclude that the VGG19 is the best-performing model in terms of accuracy and computational cost. The VGG19 with L1 loss achieved 0.9034, and VGG19 with L2 loss achieved 0.9036 mean accuracies within a comparably short time.
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Appendix A

Statistical Analysis Results - Pairwise Comparison Results

Pairwise comparison results in the Mean Accuracies achieved by each architecture with two loss functions
The hypothesis was tested with a significance value of 0.05:

Null Hypothesis: Distributions of all models are the same

Null Hypothesis is rejected with the p-value = 0.000 (less than 1 x e^{-3}) < 0.05

Table A 1 summarises the models which differ from each other with their significance values.

Table A 1: Dunn's post hoc test results for the Mean Accuracies achieved by each architecture with two loss functions

<table>
<thead>
<tr>
<th>Architectures Considered</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace-L2-Acc AND VGG19-L1-Acc</td>
<td>0.035</td>
</tr>
<tr>
<td>VGGFace-L2-Acc AND VGG19-L2-Acc</td>
<td>0.035</td>
</tr>
<tr>
<td>VGGFace-L2-Acc AND ResNet-L2-Acc</td>
<td>0.000 (less than 1 x e^{-3})</td>
</tr>
<tr>
<td>VGGFace-L2-Acc AND ResNet-L1-Acc</td>
<td>0.000 (less than 1 x e^{-3})</td>
</tr>
<tr>
<td>VGGFace-L1-Acc AND ResNet-L2-Acc</td>
<td>0.001</td>
</tr>
<tr>
<td>VGGFace-L1-Acc AND ResNet-L1-Acc</td>
<td>0.000 (less than 1 x e^{-3})</td>
</tr>
</tbody>
</table>

Pairwise comparison results in time consumed by each model to assess the test dataset
The hypothesis was tested with a significance value of 0.05:

Null Hypothesis: Distributions of all models are the same

Null hypothesis is rejected with the p-value = 0.000 (less than 1 x e^{-3}) < 0.05.

Models which differ from each other are summarised with their significance values in Table A 2.

______________________________

7 Models which are statistically significant were only recorded in the table
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Table A 2: Dunn's post hoc test results on time consumed by each model to assess the test dataset

<table>
<thead>
<tr>
<th>Architectures Considered</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace-L1-Time AND ResNet-L2-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGGFace-L1-Time AND ResNet-L1-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGGFace-L2-Time AND ResNet-L2-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGGFace-L2-Time AND ResNet-L1-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
</tbody>
</table>

Pairwise comparison results in the average time per epoch taken by each model to train the model

The hypothesis was tested with a significance value of 0.05:

Null Hypothesis: Distributions of all models are the same

Null Hypothesis is rejected with the p-value = 0.000 (less than 1 x e⁻³) < 0.05

Models which differ from each other are summarised with their significance values in Table A 3.

Table A 3: Dunn's post hoc test results on the average time per epoch taken by each model to train the model

<table>
<thead>
<tr>
<th>Architectures Considered</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGFace-L1-Time AND VGG19-L2-Time</td>
<td>0.012</td>
</tr>
<tr>
<td>VGGFace-L1-Time AND ResNet-L2-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGGFace-L1-Time AND ResNet-L1-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGGFace-L2-Time AND ResNet-L2-Time</td>
<td>0.001</td>
</tr>
<tr>
<td>VGGFace-L2-Time AND ResNet-L1-Time</td>
<td>0.000 (less than 1 x e⁻³)</td>
</tr>
<tr>
<td>VGG19-L2-Time AND ResNet-L1-Time</td>
<td>0.042</td>
</tr>
</tbody>
</table>

8 Models which are statistically significant were only recorded in the table, time is measured in seconds

9 Models which are statistically significant were only recorded in the table. Time is measured in seconds, and the average time per epoch is recorded.