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Abstract 

Customer support is one of the main aspects of the user experience for online services. However, the rise 

of natural language processing techniques, the industry is looking at automated chatbot solutions to 

provide quality services to an ever-growing user base. In Sri Lanka, Ceylon Electricity Board website is 

one of the largest websites that customers use always to get information about electricity services. Hence, 

a chatbot system is very essential in CEB website. This paper presents a study about implementing and 

evaluating of a chatbot model for CEB website. This study implements virtual conversation agent based 
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on deep learning algorithm which is multilayer perceptron neural network and a special text dataset for 

conversations about CEB services. The conversation agent model is made by utilizing the natural language 

processing techniques to facilitate the processing of user messages. The output of this research is the 

response from the chatbot and identify the best testing method to get highest accuracy for chatbot model. 

The chatbot model achieves the highest accuracy with the number of epochs set to 2000 and the learning 

rate value of 0.01 on response context data training so that it gets 78.8% accuracy. 

Keywords: Natural language processing, chatbot, deep learning, multilayer perceptron neural network, 

Monte Carlo cross validation, k-fold cross validation 

1. Introduction 

Todays world technology plays a major role in all aspects of human life. Chatbot is the next big thing in 

the modern era of conversational services. Chatbot is also known as “chatterbot or conversational agent”. 

It is a software application used to conduct chat conversations via text or voice providing direct contact 

with human. Chatbot acts as an intelligent human but it makes harder for others to understand their real 

nature. Usage of chatbot has been widely expanded because of the development of more chatbots with 

various architectures and capabilities. In order to understand the user input and provide a meaningful 

response, chatbot uses artificial intelligence and deep learning methods. Moreover, they interact with 

humans using natural language (Ayanouz et al., 2020). Chatbots or conversational interfaces or digital 

assistants are form of intelligent virtual assistants which are taking over today's technology industry. The 

well-known Google Assistant, Apple's Siri, Amazon's Alexa and Microsoft's Cortana are the most famous 

voice driven virtual assistants. The text-based chatbot are also taking place over messaging apps and social 

media. Facebook Messenger released over 10,000 chatbots in less than a year. ‘Pandorabots’ which is a 

leading chatbot platform and community has created over 300,000 chatbots by more than 25,000 registered 

bot developers, as well as over six billion interactions with users have been recorded. Also, over 30,000 

bots are reported as monthly activity conversational artificial intelligence agents in Microsoft.  

Approximately, 30 million messages are handled across thousands of company platforms, including UPS, 

Stack Overflow, Asiana Airlines, and many more (Schar, 2018). 

Main usage of chatbots are dialog systems. For customer service, request routing and information 

gathering are various purposes for using chatbot as dialog systems. Further, some technologies and 

methodologies such as extensive world-classification processes, natural language processors and 
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sophisticated AI are used by chatbots for simply scanning general keywords and generating responses 

using common phrases obtained from an associated library or database.  

Most chatbots are accessed on-line via website popups or through virtual assistants. They can be classified 

into usage categories such as commerce, education, entertainment, finance, health, news and productivity. 

So, in this research, a chatbot model for Ceylon Electricity Board website will be developed. 

The Ceylon Electricity Board (CEB) is the largest electricity company in Sri Lanka. With market share of 

nearly 100%, it controls all major functions of electricity generation, transmission, distribution and 

retailing in Sri Lanka (“Ceylon Electricity Board”, 2022). Since CEB provides more services for 

customers, customers always need to contact them via phone or by visiting CEB branches to overcome 

their problems. But customers face difficulties when trying to contact CEB officers. This research intends 

to apply the deep learning methods to train a chatbot for website of CEB. The customers can interact with 

the chatbot just like they do with another human and through a series of queries. 

One of the interesting questions that is aimed to study in this research is how well the standard techniques 

of deep learning can be applied to train the chatbot system.  The main goal of this research is to eliminate 

the traffic of customers contacting the CEB officers by developing human-machine communication 

system. Further, this research tries to contribute to the development of chatbot model in presenting 

information about electricity services which were previously presented in the form of a FAQs system to 

be more interactive and practical. 

Almost all websites use chatbot systems as customer service supporters or as information delivers or as 

connectors between customers and their finances (Dass, 2018).  The latest statistics of using chatbot all 

over the world shows; “According to Drift’s 2020 State of Conversation Marketing report, usage of 

chatbots as a brand communication channel increased by a whopping 92% since 2019. 24.9% of buyers 

used chatbots to communicate with business in 2020, up from 13% the year before” (“25 Top Chatbot 

Statistics”, 2021), and “Chatbot growth has been prominent across a number of industries, to the point 

where 1.4 billion people now use them on fairly regular basis” (“The Future Is Now – 37 Fascinating 

Chatbot Statistics”, 2022). But in Sri Lanka, there is no conversational chatbot system in Ceylon Electricity 

Board website which always customers need to get update about electricity services. So, it is important to 

model a chatbot system for CEB website for customers. 
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The main research topics in natural language processing are user intention identification and information 

extraction. Recently with the help of artificial intelligence and deep learning especially deep neural 

networks, many researchers have developed a lot of self-learning chatbots. Deep learning concepts such 

as Deep Neural Networks (DNN), Recurrent Neural Networks (RNN), and Convolutional Neural 

Networks (CNN) have been used to treat the chatbot model problems commonly (Ayanouz et al.,2020).  

The Multilayer Perceptron (MLP) is a fully connected class of feedforward Artificial Neural Network 

(ANN). MLPs are useful in research for their ability to solve problems stochastically, which often allows 

approximate solutions for extremely complex problems. Lixa, a retrievable-based chatbot model trained 

using MLP (Aquil et al., 2021) could understand and guide on course materials and assignment for 

students, and provide faster responses compared to a generative based model. The MLP is combined with 

a special text dataset to help it conversed with users smoothly. NLP techniques are used for data 

preprocessing while feature extraction is done using a bag of words. A chatbot with a retrieval-based 

model using multilayer perceptron neural network could respond to the questions according to the stored 

response pattern (Aquil et al., 2021). The chatbot system achieved the highest accuracy with number of 

epochs set to 200 and learning rate of 0.02 on response context data training so that it got 96.43% accuracy. 

Long short-term memory (LSTM) and Gated Recurrent Unit (GRU) are deep learning algorithms that are 

used to model and implement customer support chatbots. Customer service is an important point in the 

user experience, especially on the online scene where most users are extremely demanding both in terms 

of response time and quality of the answers given. A scalable and easily maintainable multilingual chatbot 

could interface with a company's existing customer support software (Peters, 2020). Users receive free-

form text messages to help them with the most common issues they encounter regarding the company 

products. Single LSTM, single GRU, inverted GRU input and two GRU layers deep learning algorithms 

are used to train the model after preprocessing of data. Results show that, single GRU layer with inverted 

input sequence as the intent classifier for the final architecture provided the greatest accuracy and trained 

faster than its LSTM counterpart (Peters, 2020). 

It is found that stereotype content model (SCM) can be applied to the domain of chatbots (Schar, 2018). 

Two different chatbots are used to check whether high warmth and competence scores have a positive 

influence on trustworthiness of a chatbot. A web-based experiment and a questionnaire is developed to 

determine whether the SCM theory can be applied to the context of chatbots. The questionnaire is first 

sent to a group of six people in order to receive feedback on it. Some questions are changed and 

inconsistencies removed after receipt of their feedback. By sharing final version of the questionnaire to 
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family, friends and students, and creating a sample, applying the SCM to the domain of chatbots is 

claimed. As a result, research gap in this field is closed and human-computer communication by displaying 

highly warm and competent chatbots is improved. Chatbots are not seen as more trustworthy, and hence, 

future research would have to focus on the trust aspects of chatbots (Schar, 2018).   

According to referred literature, there is a gap for the chatbot model evaluation. Most chatbot models have 

been evaluated from users’ responses. But it is better to have proper evaluation method using evaluation 

matrices. This research is being done to improve accuracy and make conversation between chatbot and 

user as close to real world conversations. The novelty of this research is the method of validation. Here, 

combination of Monte Carlo and normal k-fold cross validation method is used to validate the chatbot 

model. 

 

2. Methodology 

After understanding the practical problem, a comprehensive study was done about the problem 

background. Online articles and videos about some technologies and methods such as NLP techniques, 

feature extraction and machine learning algorithms like neural networks were referred to get basic 

knowledge. The methodology is stated in Figure 1 work flow. 

                            
Figure 1: Work flow of the implementation 

 

2.1. Create Dataset 

Information about electricity industry and their services were gathered from CEB Website.  While 

searching, “Supply Service Report of CEB” (“Home”, 2022) which was published in CEB website was 

found. There was all information about electricity services, what customers should do when they have 

raised problems regarding power cuts, get new connections and bill issues. More details about CEB 

Create dataset Preprocessing Feature Extraction

TrainingTestingEvaulation
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services and their procedure were explained in detail. Then, some questions and answers were listed by 

referring all resources that have been followed. Here, apart from the report, Frequently Ask Questions 

(FAQs) which were in CEB website were referred to create the dataset. 

Basically, this dataset is a text dataset which contains words, phrases and sentences. Since text data falls 

under unstructured data category, there is no inherent structure. So, wide variety of words can be varied 

across the dataset and each sentence will also be of variable length as compared to a fixed number of data 

dimensions in structured datasets (Sarkar, 2019). 

The chatbot dataset is designed using 250 patterns and some patterns have more than one response. Other 

than patterns and responses, it contains tags called as “class” that is used as a label by the model of search 

for related responses. Patterns are the questions that the user has to ask related to the existing class. 

Responses which are predefined for each class are the answers from the chatbot to the user. Since JSON 

or JavaScript Object Notation is a standard way of represent text-based data and it is easy to process, 

chatbot dataset has been stored as JSON file format.  

 

2.2.  Data Preprocessing 

The inherent unstructured data (unformatted and noisy data) makes it harder for machine learning methods 

to directly work on raw text data. Hence, processing of data before training the model is very important, 

when it comes to the text data. Here, natural language processing pipeline have been used to data 

preprocessing or wrangling to remove unnecessary characters, symbols and tokens. 

Natural Language Processing: 

Natural language is the language human use to communicate with one another. On the other hand, human 

can tell machines what to do in a way machine can understand by using programming language. Natural 

language processing facilitates human to machine communication without humans needing to speak any 

other programming language as it allows machines to obtain and process information from written or 

verbal user inputs (“Natural Language Processing Chatbot Explained”, 2021). Furthermore, natural 

language processing is a field of Artificial Intelligence that helps computers understand, interpret, 

manipulate and respond to human in their natural language. Out of many natural language processing 

techniques, tokenization, stemming and lemmatization techniques were used to preprocess the chatbot 

dataset. 

                1. Tokenization: Tokenization is the process of breaking complex data onto simple units called 

tokens. A token can be a word or a letter or a number or a punctuation mark or a symbol. Mainly there are 
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two types of tokenization methods used in NLP, they are sentence tokenization and word tokenization. 

Here, the word tokenization which splits a sentence into list of words has been used (Chavan, 2020). 

                2. Stemming: Stemming is a normalization technique where list of tokenized words is converted 

into shorten root words to remove redundancy. That means in stemming stage, a token become stem by 

cutting prefix or suffix of the token. In this process, word stem is in their base or root form. A stemmer is 

a computer program that stems word. As an example, if we take there are three different tokens such as 

‘watching’, ‘watched’, ‘watcher’ then stemmer reduces these words into the stem ‘watch’ (Chavan, 2020). 

                3. Lemmatization: Stemming always produces intermediate representation of word. That means 

stemmed word may or may not be meaningful. So, to overcome this problem lemmatization has been used. 

Here, lemmatization considers morphological analysis of the words and returns meaningful word in proper 

form (Chavan, 2020). 

 

Data Cleaning: 

Out of many available data cleaning techniques, textual data cleaning methods have been used to avoid 

noisy and inaccurate data. Removing tags and accented characters have been done as first cleaning step.  

It may contain unnecessary content like HTML tags, which do not add much value when analyzing text 

data. In English language, we have to deal with accented characters or letters like “é”.  So, by removing 

accented characters, these characters can be converted into standardized ASCII characters. Case folding 

process is another data cleaning step which is done to lowercase all letters and remove punctuation marks. 

Non alphanumeric character often adds to the extra noise in unstructured text data. So, it is preferred to 

remove them. In the English language, shortened version of words are known as contractions. Shortened 

words or phrases such as “don’t”, “I’ll”, “can’t” etc. consider as noisy data in textual dataset. So, 

expanding contractions is an important step of data cleaning process. As a data cleaning step, removing 

whitespaces can also be taken to get a clear dataset. Finally, by removing stopwords, data cleaning process 

has been come to the end. Here stopwords mean less significance but most commonly use words in English 

language such as “a”, “an”, “the”, “and” (Chavan, 2020). 
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Figure 2: Preprocessing pipeline with an example 

 

2.3.  Feature Extraction 

After the preprocessing phase, text data was needed to transform into meaningful vector of numbers. This 

is called as feature extraction of text data. In other words, it is the process of assigning a weight value to 

each word. Here, Bag of Words which is also known as a vector space model which is a simple 

representation used in natural language processing is used for feature extraction.  

“The Bag of Words is a representation of text that describes the occurrence of words within a document” 

(Dass, 2018). Further, Bag of Words discard any information about the order or structure of words in the 

documents and only concern with whether the known words occur in the document. If the word in the list 

appears, it will be given 1 and if word is not appeared, then it will be 0 (Aquil et al., 2021). For example, 

let’s take dictionary contains the words {electricity, is, not, use, good, thrifty} and we want to vectorize 

the text “use electricity thrifty”, After model with Bag of Words, we would have (1, 0, 0, 1, 0, 1) vector. 

The intuition behind the bag of words is that documents are similar if they have similar content and the 

meaning of the document can be learnt from its content alone (Dass, 2018). 

 

2.4.  Training the Model 

After preprocessing and feature extraction, the result vector was processed in a classification method using 

a neural network with a feed-forward architecture, namely Multilayer Perceptron (MLP). Here, neural 

network with one input layer, two hidden layers and one output layer has been used. The input layer 

receives the input signal which is result vector of the feature extraction to be processed. Since this is 

classification problem model needs to classify which input vector belongs to which class. So, here outcome 
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of the output layer is probabilities of the occurrence of input vector in each class or pattern. After 

comparing each probability, model selects the class of maximum probability. Hidden layers are placed in 

between the input and output layer are the true computational engine of the multilayer perceptron 

algorithm.  

In fact, there is a theoretical finding (Lippmann,1987) that shows that an MLP with two hidden layers is 

sufficient for classifications. 

 

 

              

Figure 3: MLP architecture 

Here, xi: input vector and yi: probability of the occurrences  

Since multilayer perceptron uses a supervised learning technique, it is trained with the back-propagation 

learning algorithm. “Back-propagation is the practice of fine-tuning the weights of neural net based on the 

error rate or loss obtained in the previous epoch. Proper tuning of the weights ensures lower error rates, 

making the model reliable by increasing its generalization” (Al-Masri, 2019). 

The chatbots are trained by storing question patterns according to responses and category. To move the 

information to forward, feed-forward architecture has been used in this model. The MLP model is 

mathematically interpreted as: 

                                         𝑂𝑢𝑡𝑝𝑢𝑡 (𝑂𝑖) =  𝜎 (∑ 𝑥𝑘𝑤𝑘,𝑖 +  𝛽𝑖
𝑘
𝑘=1 )----------------------------(1) 

where, w: learning parameter, β: bias, x: input, k: number of input units, i: number of hidden units 
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ReLU non-linear activation function was used in the hidden layers and the output layer used softmax 

activation function to provide a probabilistic interpretation and generate multi-class outputs (Aquil et al., 

2021). 

 

2.5.  Testing the Model 

After training the model, chatbot model is able to give response for input message. As chatbot users, there 

should be some evaluation matrix to evaluate the accuracy of the responses in the chatbot model. So, 

chatbot model is needed to have testing methods in place to ensure accurate responses are given to users. 

In this study, two testing methods were used as evaluate the performance of the model. They are 80% / 

20%   split and combination of Monte Carlo and normal k-fold cross validation. 

80% / 20% split: 

The 80% / 20% split is the most basic approach which is 80% of data of the entire dataset involving of 

training process and 20% of data test the accuracy and ensure model an accurate chatbot. Accuracy of a 

chatbot is defined as the percentage of utterances having the correct intent returned.  

Combination of Monte Carlo and k-fold validation: 

                1. K-fold cross validation: It divides the dataset into K number of parts, then uses one-fold at a 

time as the testing fold and the rest of the data as the training data. In this study, 5-fold validation has been 

used for testing the model. This means the dataset is split into 5 folds and the model is trained with 4 of 

the folds, and fifth fold is used to test. Repeat this until each fold has a turn as the testing fold. After 

averaging the overall accuracies of the folds together the accuracy of the chatbot is obtained. 

                2. Monte Carlo cross validation: It is similar to K-fold except the datasets are determined 

randomly. Here, the dataset is randomly split into an expected ration. That means, shuffling the data 

randomly and first 80% is selected as training data and rest 20% is picked as testing data. If we repeat the 

shuffling multiple times, we can have many splits as we want. Here, the dataset is shuffled 5 times and 5 

accuracies are obtained to average together (Desmarais, 2018). In this research, to test the model and 

evaluate the result, Monte Carlo and normal K-fold test have been mixed together. By using Monte Carlo, 

the data is shuffled before the folds are created, but the folds are still unique because of the normal K-fold 

test. 
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3. Results  

As mentioned in   above section, 80% / 20% split test and combination of Monte Carlo and K-fold cross 

validation has been used to test the performance of the model. In this study, accuracy has been used as 

performance matrix of both testing methods. Since this is text-based classification, basically accuracy 

means the percentage of texts that were categorized with the correct tag. That is, the probability of 

containing user input and system response in same class or tag.  

80% / 20% split: 

 

Figure 4: Accuracy of the model according to the number of epochs on  80% / 20% split 

 

Here, we used learning rate as 0.01 and run the model for four epochs as mentioned in the graph in Figure 

4. Since this test method is too simple and easy to implement, it gave 58.9% training accuracy and 48.96% 

testing accuracy in 2000 epochs. It could be seen from the same graph that the accuracy is gradually 

increasing with epochs.  

Combination of Monte Carlo and normal k-fold cross validation: 

Because 80% / 20% split testing method gave low accuracy, combination of Monte Carlo and normal k-

fold cross validation method had to use. 0.01 of learning rate has been used to model the data and ensured 

accuracy for different epochs as before. In this testing method, 5 folds have been used with random 

selection.  
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Figure 5: Accuracy of the model according to the number of epochs on Combination of Monte Carli k-

fold cross validation 

Practically, K-fold cross validation is bit more complicated to implement since we have to create each 

fold. But as shown in Figure 5, it gives more accurate results which is 78.8% of training accuracy and 

77.49% of testing accuracy. As in 80% / 20% split, this testing method is also gradually increasing with 

respect to epochs. 

The principal goal of machine learning is to create a model that performs well and gives accurate 

predictions in a particular set of case. In order to achieve that, machine learning optimization is needed. 

Machine learning optimization is the process of adjusting hyperparameters in order to minimize the cost 

function. Hyperparameters are set before starting to train the model. Out of many hyperparameters, 

learning rate and epochs of the model were tuned manually to improve the performance of the model. 

Epochs are the number of stages required for the system to carry out the training process. Testing was 

started with 500 epochs and a leaning rate of 0.01. After that the number of epochs was chosen as 1000, 

1500 and 2000. The result in Figure 6 shows that the accuracy of the model is increasing as the number of 

epochs increases. The highest level of accuracy, which is 78.8%, is obtained with the number of epochs 

2000. This is because as the number of epochs increase, the chatbot system will learn to reduce the error 

value and learn to increase the accuracy value more. 
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Figure 6: Accuracy of the model according to the number of epochs 

Learning rate is the level of model accuracy to correct the error value or to minimize the loss value. In 

order to see how the accuracy varies, different learning rates were tried with the number of epochs as 2000 

which gave the maximum accuracy value previously. The learning rates tested are 0.1, 0.02, 0.01 and 

0.001. 

 

Figure 7: Accuracy of the model according to learning rate 

As mentioned in the Figure 7, the highest accuracy levels which are 78.8%, 78.5% and 78.5% obtained 

with a learning rate value of 0.01, 0.02 and 0.1 respectively. This is because the smaller the value of 

learning rate, the greater the accuracy to reduce the error value in the system. But it will increase the 
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training process time and require a larger number of epochs to reduce the loss rate to convergent so that 

the loss vaule decreases.  

 

Figure 8: Chatbot model testing 

 

As seen in Figure 8, there is a conversation that user had with the implemented chatbot model. Here, the 

modeled chatbot simply understands the user’s questions and gives the particular answer after the 

knowledge it has learnt from the training.  

 

4. Discussion 

Traditional conversation services to customers often emphasize the need for excessive information on 

users, besides that traditional conversation to users often take a lot of time and cannot be served 24 hours. 

Basically, when customers need to get information about electricity problems, they always face a lot of 

difficulties because of traditional conversations. Therefore, a chatbot model was implemented to respond 

to several things regarding the services of Ceylon Electricity Board. This study examines the addition of 

machine learning to chatbots that are useful for conducting rapid evaluation and analysis of data. 

According to the result of this study, combination of the Monte Carlo and normal k-fold cross validation 

is better than 80% / 20% split testing method. Accuracy is increased over 25% in combination of the 
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Monte Carlo and normal k-fold cross validation compared to 80% / 20% split. The model performed best 

accuracy of 78.8% with 2000 epochs and a learning rate of 0.01. 

The main objective of this research is to model the neural network model based chatbot in providing 

appropriate responses. This chatbot retrieval model that can focus on answering only about the features of 

the CEB services.  

 

5. Conclusion 

This chatbot model can be used to interact with Ceylon Electricity Board Website users and it helps users 

to get appropriate responses related to their questions. This study found that a chatbot model using a 

multilayer perceptron neural network can respond to the questions according to the stored response pattern 

that has been created. The chatbot system can respond using a multilayer perceptron artificial neural 

network well in several text message tests with response pattern storage containing 250 different patterns. 

The novelty of this study is using combination of Monte Carlo and normal k-fold cross validation to test 

the model.   

The chatbot model achieves the highest accuracy with the number of epochs set to be 2000 and the learning 

rate value of 0.01 on response context data training so that it gets 78.8% accuracy. 

The chatbot model created in this study has the ability to answer faster and is more accurate in providing 

answers to the questions that have been provided. Besides that, this chatbot model also has drawbacks 

such as not being able to respond appropriately to questions other than those already provided in the 

dataset. The chatbot also has ambiguity in some of the words that have been provided due to incorrect 

word pairs.  

Suggestions that can be used for further research, especially in research related to the development of 

chatbot applications is the need to enrich the dictionary of words. In addition, it is also necessary to enrich 

the existing patterns in the knowledge base with a combination of different patterns and sentence structures 

so as to increase the possibility of a better response. 
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