
Adv. Technol. 2021, 1(2), 393-418 
 
 

 
https://doi.org/10.31357/ait.v1i2.4936 

 
 
 

 

Review  

Literature Review on Real-time Location-Based 

Sentiment Analysis on Twitter 
 

Dilmini I.G.U Rathnayaka,a,* Pubudu K.P.N Jayasena,b Iraj Ratnayakec 
 

aFaculty of Graduate Studies, Sabaragamuwa University  

bDepartment of Computing and Information Systems, Sabaragamuwa University -  

c Department of Tourism Management, Sabaragamuwa University  

 
Email Correspondence: D. I.G.U Rathnayaka (dilminiimbulegama@gmail.com) 
 
Received: 23 May 2021; Revised: 13  August 2021; Accepted: 14 August 2021; Published: 31 Aigust 2021 
 
Abstract 

Sentiment analysis mainly supports sorting out the polarity and provides valuable information with the 

use of raw data in social media platforms. Many fields like health, business, and security require real-time 

data analysis for instant decision-making situations.Since Twitter is considered a popular social media 

platform to collect data easily, this paper is considering data analysis methods of Twitter data, real-time 

Twitter data analysis based on geo-location. Twitter data classification and analysis can be done with the 

use of diverse algorithms and deciding the most appropriate algorithm for data analysis, can be 

accomplished by implementing and testing these diverse algorithms.This paper is discussing the major 

description of sentiment analysis, data collection methods, data pre-processing, feature extraction, and 

sentiment analysis methods related to Twitter data. Real-time data analysis arises as a major method of 

analyzing the data available online and the real-time Twitter data analysis process is described throughout 

this paper. Several methods of classifying the polarized Twitter data are discussed within the paper while 

depicting a proposed method of Twitter data analyzing algorithm. Location-based Twitter data analysis is 

another crucial aspect of sentiment analyses, that enables data sorting according to geo-location, and this 

paper describes the way of analyzing Twitter data based on geo-location. Further, a comparison about 

several sentiment analysis algorithms used by previous researchers has been reported and finally, a 

conclusion has been provided. 
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Introduction 

The advancements of microblogging websites help the users to express and share 

pictures, videos, feelings, opinions, thoughts and texts, etc.  According to the data in 

Statista, the most popular microblogging websites are Facebook, YouTube, Facebook, 

mailto:dilminiimbulegama@gmail.com


Adv. Technol. 2021, 1(2), 393-418 
 

 
394 

 

Instagram, Twitter,etc, which offer more information which is very helpful for doing 

sentiment analysis[1]. Twitter can be mentioned as a proper platform to gain user-

uploaded data due to the availability of Twitter streaming API and it helps to stream the 

data successfully and easily to the model. Thus, there are several existing models to 

analyze the offline twitter data, requirement of real-time analytics is a more interesting 

aspect for decision-making in business, security, healthcare,etc fields[7]. The importance 

of analyzing the real-time Twitter data can be signified as generation of visions while data 

streaming rather than storing analyzing with the use of several steps. The geo-location is 

a vital factor of user-uploaded content in social media due to the factor of recognizing the 

exact location of that content. Location-based Twitter data allows to extract the location-

based tweets and data analysis can be done according to the geo-location. With the use 

of geolocation-based Twitter data on the related topics, data analysis can be 

accomplished[8].Simply, people are used to uploading pictures as tweets to represent the 

condition and situation of a subjective object which can be considered as the simplest 

method to express emotions on social media platforms. 

 

Sentiment Text Analysis 

The sentiment analysis of this huge amount of visual content could be more helpful to 

extract the views, opinions and emotions about subjective things, events and topics. The 

word "Sentiment" refers to expressing feelings, views and opinions. Moreover, sentiment 

Analysis can describe as a basic method of mining opinions which can be introduced as 

a vital Neuro-Linguistic Programming (NLP) task[2]. Rather than only using the text 

contents, social media users are tending to share videos and images to share their 

experiences. The sentiment analysis from both textual contents and visual contents 

enables to make of various predictions according to the source extracted data[9].  

According to the literature, sentiment Analysis is the exercise of natural language 

processing, statistics,  text analysis, machine learning and computational linguistics [3,4] 



Adv. Technol. 2021, 1(2), 393-418 
 

 
395 

 

to extract or mine the subjective information from the texts. These text files could be user 

reviews, comments, judgments, emotions etc.Further,  sentiment analysis is described as 

the classification of main text according to the polarity that could be positive, negative or 

neutral [2, 5]. Commonly, the major intention of sentiment analysis can be defined as the 

combination of above all mentioned factors. 

There are several challenges in sentiment analysis wspecific thinghen identifying the 

objects, extracting the features while discovering the alignment of opinions. Sentiment 

analysis can be performed according to three major types as (1) Document-level (2) 

Sentence level (3) Feature or Aspect level [13]. The document-level sentiment analysis is 

a sort of classification technique to detect the overall polarity of a subjective topic 

neglecting the opinion holders. Document-based sentiment analysis is considering the 

pinion about a subjective topic which is exhibited by the documents. Mostly document-

based sentiment analysis is more effective during the analysis of reviewing products, 

movies, etc when only one document is revealing the opinion about a movie or product.  

A gathering of sentences appeared as a document and sentence-based sentiment analysis 

assumes that every respective sentence expressing a single opinion. In fact, the sentence 

based sentiment analysis divides into two subcategories according to the purpose of 

analysis, namely subjectively detection and opinion detection[14]. The subjective 

detection methods are demanding to identify the personal conditions for instance, the 

emotions and opinions. Subjectivity detection is a crucial sub-activity of sentiment 

analysis since it guarantees the filtration of factual information was completed before 

sending to the polarity classifier.Opinion detection is another vital part of sentiment 

analysis which enables to identify the opinions of subjective content, which could be 

negative, positive or neutral with the help of textual content. For example, if thinking 

about visiting a hotel, a customer would tend to read the reviews about that hotel which 

could be negative, positive or neutral. These are highly affecting to make the correct 

decision about the hotel while motivating to visit there.  
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The sentiment text analysis of Twitter data counts on the analysis of textual tweets. The 

tweets of specific things can be identified using both subjective detection and opinion 

detection before sending them to polarity classifiers. 

 

Sentiment Analysis of Twitter Data  

The following figure illustrating the process of sentiment analysis of Twitter data.  

 
Figure 1. Sentiment Twitter data analysis process 

 

Sentiment Analysis of Twitter data is a process of (1)data collection, (2)data pre-

processing, (3)feature extraction, (4)Sentiment Analysis and find the polarity of data [15].   

 

(1) Data Collection  

Even though a model is desired to analyze the real-time Twitter data, it should test the 

performance and accuracy before feeding and analyzing the real-time data. Hence, after 

the development of the algorithm, it should be trained and tested. For that purpose, a 

previously collected dataset should be used and this dataset is called a training dataset. 

When specifying the Twitter platform, training the Twitter dataset is a collection of tweets 

that are accurately labelled, pre-processed and they perform as the baseline of the 

developing algorithm. This is directly affecting to better model performance and more 

quantity of training data enables to enhance the accuracy of the developing model. As 



Adv. Technol. 2021, 1(2), 393-418 
 

 
397 

 

mentioned by Hua, Wang, Zheng, and Zhou[17] the minimum number of 600 tweets for 

each classified or group, is adequate to generate a training dataset. When it comes to 

feeding the real-time data to the model, Twitter API is much more supportive in 

extracting the Twitter available data which are called tweets. Several widespread 

parameters of data filtering procedures are settling during data extraction. Twitter API is 

very helpful to run the queries when the data filtration parameters are 

implemented[15,16]. When real-time Twitter data is extracting, it may consist of 

information like user IDs, textual content, emojis, URLs, white spaces, hashtags,the 

latitude and longitude coordinates if the user added the location as public, pictures etc. 

 

(2) Data Pre-processing  

The extracted Twitter data may consist of irrelevant data and which will be useless and 

consists of various kinds of characters. During this step, the Tweets are filtered by 

removing the irrelevant content like URL, white spaces, hashtags, "@" symbol of 

usernames, characters, symbols, emojis etc. Natural Language Processing (NLP) tool is 

an appropriate tool to filter this irrelevant data[18,19]. NLP tools can be used to check 

grammar, language translations and to convert the speech into textual contents. There are 

about 50 predefined dependencies are available with NLP and nsubj, amod, dobj are the 

three most practicing dependencies among them[15]. These are also called relations and 

the more relevant and meaningful tweets are identified by these dependencies. But these 

dependencies are not applicable in data filtration procedures. The nsubj dependency is 

helping to detect the cognation between nouns, verbs and adjectives. Stemming is a NLP 

method of data pre-processing by removing the inflectional words for example the 

"travelling" becomes "travel" and "visiting" becomes "visit" by removing "ing". 

Lemmatization is another method of NLP that enables Twitter data cleaning by properly 

minimizing the inflected words.The pre-processed Twitter data can be stored in 
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HDFS[7](Hadoop Distributed File System) and it enables to storage huge amount of data 

before feeding to the machine learning algorithm.  

 

(3) Feature Extraction  

At the beginning of feature extraction, the more prominent features are collected. In this 

step, the collected textual content is converting to a feature vector using the data-driven 

approach[13]. The common features used in sentiment analysis are Term Presence Vs 

Term Frequency, N-gram Features, Parts of Speech, Term Position, Negation[20].  

 

3.1 Negation 

By this feature, the negative words, which are associated with positive words in a 

sentence, the polarity is reversing positive to negative. For example, "not a good place" 

consists of "good" but the overall opinion is negative. Even though the sentence consists 

of "good", this feature inverts the polarity into negative. 

 

3.2 Term Presence Vs Term Frequency 

This method is also called Spare Vector Representation. “Term Frequency” detects the 

count of terms that emerged in the collected text content. The “Term Presence” helps to 

confirm whether the term is contained within the sentence or not, which is considered as 

a binary-valued vector. 1 and 0 are using to distinguish the availability where 1 is 

denoting presence and 0 denotes the absence. 

 

3.3 N-gram Features 

This feature is mostly applying in NLP. N- grams are known as the contiguous sequence 

of a term within a text sentence[14].  N- gram is considered as the count of terms that 

appear in a text sentence.  Unigram is considering only one term as feature extraction 
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while bigram is considering two terms to extract as features. According to the literature 

[21], Bigrams and Trigrams are effectively performing feature extraction.   

 

3.4 Parts of Speech (POS) Tagging  

When considering the English language, both spoken and writing consist of verbs, 

adjectives and adverbs. These are helping to express peoples’ opinions. POS tagging 

feature is assisting to detect the tagged words in the textual content. The irrelevant words 

are neglected by this feature while the adjectives, adverbs and verbs are collecting. Due 

to the removal of irrelevant words, the vocab size is minimizing. 

 

(4) Sentiment Analysis 

Sentiment analysis methods can be classified as machine learning-based, lexicon-based 

and hybrid methods, basically[22]. When developing a model, a collected twitter data set 

which can be named as a training dataset should train with the classification algorithm 

to check the performance of the model. This dataset is used to extract the features as 

mentioned in the above step and these features are used to categorize the polarity of the 

extracted data and after feature extraction, this dataset is considered as the inputs of the 

model [23]. The extracted textual twitter data or the inputs are analyzed during the 

sentiment analysis step and there are several methods for this purpose. Selecting one or 

more appropriate methods depends on the final analysis result requirements and nature. 
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Figure 2. Sentiment Analysis methods 

 

4.1 Machine Learning Methods 

Machine learning is a crucial session of artificial intelligence that enables the investigation 

of novel algorithms to develop models. It can be signified as the procedure that stimulates 

or inspires the human brain functions to finalize the intelligent computer output. 

Artificial Neural Networks (ANN) entangled with Support Vector Machine (SVM) is a 

more cooperated approach in machine learning technology[9]. Deep learning algorithms 

made several specific advances like high-level semantic logic for instance machine 

translation, image analysis and classification and the most wisely the visual content 

analysis. The cross-modality consistent regression (CCR) schemes are recalling the 

difficulties in text and visual content analysis[54]. This approach can be described as a 

regression model which enables deep level text and visual analysis. Machine Learning 

methods are dividing into two major sections as supervised learning and unsupervised 

learning and there is another section called Lexicon based method which is a method of 

sentiment analysis but not falling under machine learning techniques[3,6]. 
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4.1.1 Supervised Learning 

Mainly, supervised learning is following two stages, the first one is "train the model" and 

the second one is "prediction". The "classification" and "regression" are the two types of 

supervised learning. During the "classification" conclusions are making to label and 

define the dataset according to the recognized entities. In "Regression" the correlation 

between the dependent and independent variables will be determined. 

As the first step, the training data set with the labels are feeding to the classifying 

algorithm. As the next step, the testing data that didn’t stream to the model previously, 

are feeding to the model to predict the relevant category. Testing data is a sample of data 

that utilizing to generate unbiased evaluation about the last model to validate its 

functioning and performance. The model can be upgraded and adjust until it gains better 

accuracy andperformance by implementing and testing various methods of sentiment 

analysis [13,15].   

 

4.1.1.1 Decision Tree Classifiers 

During this classifier, the data is broken down according to a definite parameter and it is 

similar to flowchart structure. It is utilized for the classification of data as well as for 

regression tasks. The training data is split hierarchically and this is more helpful for data 

segregation. Every node of the tree is capable of testing the feature of the dataset. The 

branches of the tree denote the conjunctions of the features. Each node consists of a 

question or function which is required to classify the data into relevant groups. The leaf 

node denotes the end classes of information[6]. Decision trees is can be utilized as a 

predictive model [19]. The prediction depends on the presence and absence of single or 

many terms and continuously running the process of searching for the term until finding 

the pure terms. 
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4.1.1.2 Linear Classifier 

Linear classification is consisting of two classifiers a Support vector machine (SVM) and 

Artificial Neural Network (ANN)[24]. This method is concentrating on classifying the 

labelled data into separate classes based on their extracted features. The basic benefits of 

these linear classifiers are simplicity and user supportive computational ability.  

 

4.1.1.2.1 Support Vector Machine (SVM) 

SVM is more productive when classifying the textual contents, during research 

necessities, application domains and it is more applicable for supervised classifications 

and resolving the regression complications[25]. It classifies the classes after recognizing 

the best hyperplane among the classes. Hyperplanes can be described as the decision 

boundaries which enables to the categorization of the data points. Further, SVM is more 

supportive for non-linear regression. SVM consists of various kernel functions that are 

more supportive to generate a better model by recognizing hyperplane. These kernel 

functions can be mentioned as rbf, Poly, Sigmoid, and Linear. Linear Support Vector 

machines are more effective and supportive in penalties and losses. Further, a Linear 

Support Vector machine is capable of processing a huge amount of data[26]. SVM is used 

to analyze Twitter data about the weather[27] and during research about sentiment 

analysis of Twitter data related to global warming [28]. Both pieces of research showed 

the highest accuracy and performance than other methods when analyzing data. The 

classification of data using SVM required higher computer memory for instance, during 

the research of analyzing 24,335 tweets was not capable with the use of 8GB RAM[27]. 

 

4.1.1.2.2 Artificial Neural Networks(ANN)  

An artificial Neural Network (ANN) is similar to the neural structure of the human brain. 

ANN is a combination of three layers namely input, hidden and output[24]. We can use 

ANN for regression attributes as well as for classification purposes. During the input 
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layer, the raw data is fed to the network. The input layer is obtains the values of 

explanatory attributes from each extracted observation. Typically, the quantity of input 

nodes is equivalent to the explanatory variables. The input layer is connects with one or 

more hidden layers by recognizing the patterns of the data feeds. The input layer is not 

capable of making changes in data, but this layer is able to duplicate the single value of 

the input to more outputs and direct them to the hidden layer. In the hidden layer, the 

values (incoming arcs) from the input layer are transforming using the interconnected 

nodes in the network. The incoming arcs are directing to hidden nodes and multiplying 

by weights, and a cluster of predetermined numbers are loading. Then the weighted 

inputs are totaling to generate a single number[29]. During the output layer, links from 

the hidden layer are collected and giving the output values which are capable of 

providing predictions. When the requirement is a classification, there is a possibility of 

consisting only one output layer. Appropriate selection of weights is the secret behind 

successful data manipulation. An advantage of ANN is better performance with both 

linear and non-linear data[29]. We can use ANN for image analysis and classification as 

well as for video content analysis. 

 

Sentiment Image Classification by Convolutional Neural Networks 

There are several specific methods to classify the images. Convolutional Neural 

Networks(CNN) are mostly used to analyze visual imagery. The visual sentiment 

analysis is grabbing the images and videos, extracting the features, classification of the 

embedded emotion patterns with the use of the appropriate convolutional neural 

network(CNN)[10]. CNN’s are utilizing different multi-layer perception designs to 

preprocess the data by minimizing the workload. These CNN are also named as shift 

invariant or space invariant artificial neural networks (SIANN) which enable the 

recognition of image characters[11]. CNN is a class of artificial neural networks and it is 

a mathematical construct which is consisting of three blocks namely convolution, 



Adv. Technol. 2021, 1(2), 393-418 
 

 
404 

 

pooling, and fully connected[30]. The convolution and pooling layers are designed to 

feature extraction while the fully connected layer is assigned to provide the output after 

classifying the extracted data[10]. The pooling layer is consisting another four categories 

like max pooling, average pooling, global max pooling and global average pooling[31]. 

In the max-pooling phase, the maximum occurring value and the average pooling stores 

the mostly storing average value. The fully connected layer is transforming the high level 

featured data from the pooling layer to more meaningful low dimensional vectors which 

is useful to provide probability[30]. There are several commonly used convolutional 

neural networks like ResNet, LeNeT-5, VGG, AlexNet. When using the highly productive 

and predictive CNN based classifying models, the training phase of data sets required 

less time. Even though CNNs are more productive, one main problem of using CNN for 

image classification is recognizing the correct learning parameters while specifying the 

appropriate network topology to gain successive performance. When choosing the best 

hyper-parameter, it is required to have deep knowledge about machine learning 

algorithms. The Hyper-parameter optimization technique is using for the automation of 

selecting the most appropriate parameter[12]. 

 

4.1.1.3 Rule-Based Classifier:  

This is a classifier that uses "if..else” rules to decide the class in classification. The space 

of the data is modeled with the use of the rules[4, 24]. The status or the condition of the 

feature is exhibited in the disjunctive normal form in the left sideways and the right 

sideways is exhibiting the class label. The availability of terms is considered in the 

condition of formulation. The presence of relevant terms in extracted data is counted here. 

The formulation of rules is based on diverse criteria and rules depends on the selected 

criteria during training the data. Confidence and support are the usual criteria. The 

confidence is representing the right sideways of the rule which comprises the conditional 

probability while satisfactory is denotes by the left side[4]. 
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4.1.1.4 Probabilistic Classifier: 

Probabilistic classifiers can be denoted as a combination of classification models. This 

combination comprises three main classifiers namely, Naive Bayes (NB), Bayesian 

Network (BY) and Maximum Entropy (ME). This classifier is capable of providing a 

probability distribution regarding a cluster of classes as an output.  

 

4.1.1.4.1 Naïve Bayes 

This is utilizes textual content classification and when it comes to Twitter, the textual 

Twitter data can be classified using this method. This method is formulated around the 

Bayes theorem through an assumption of independence between predictors. This method 

assumes the availability of a specific feature is not related to the availability of any other 

feature. This is considered the smoothest and regularly processing classifier. This method 

estimating the probability of input text files which are considered as cooperative 

significant terms and classifying them into the classes [4]. This can be applicable in huge 

data amounts. This method is processing by three steps as the conversion of data set to a 

frequency table, generate a likelihood table by recognizing probabilities, use the Naïve 

Bayes equation to calculate the probability[32]. 

[33] 

In this equation[33], D represents the document, C represents the category(label), d and 

c are instances of D and C.  

 

4.1.1.4.2 Bayesian Network  

Bayesian Network cab be denoted as a probabilistic graphical model where the nodes 

signify the random variables while edges signify the conditional dependencies through a 
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Directed Acyclic Graph (DAG) [24]. Bayesian Networks are more appropriate for 

predicting the likelihood of numerous unknown causes affecting contributing factors. BN 

are responsible to discover the factors and the connections among them. As a result, the 

overall probability distribution of each element can be discovered. Efficient algorithms 

are capable of better performance with BN and the models that include a sequence of 

variables are known as dynamic Bayesian networks. But these networks are more 

expensive during text mining due to the computational complications. 

 

4.1.1.4.3 Maximum Entropy  

The basic impression of ME is the selection of the most static probabilistic model which 

consists of maximum entropy. This method is not assuming that the features are 

independent of each other and the bigram feature can be added not considering the 

feature overlapping[34]. This is capable of classifying the labelled feature collections into 

vectors. ME is utilizing to discover the appropriate label for feature collections after 

calculating the weights of features respectively, and the joined results. The Twitter data 

can be classified using this method as well as with the use of unigrams, bigrams and 

joining them together. The model can be denoted by the equation as   

[34] 

In this equation[34], c represents the class, d represents the tweet while 𝜆 denotes the 

weight vector.  

 

4.1.2 Unsupervised Learning  

During this method, clustering is a significant factor. This method is utilizing during the 

reliability of labelled data is less[13]. The gathering of unlabeled data is much easier than 

gathering labelled data. The sentences are classified according to the keywords of the 
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category. Comparison is used to categorize the data. When considering the Twitter data, 

the tweets can be compared according to the components (word lexicon) and clustered 

into positive and negative categories using this unsupervised method[4]. During the 

social media image analysis, the unsupervised sentiment analysis is comparatively much 

challenging than supervised methods [35]. 

 

4.2 Lexicon-Based Approach 

This approach is assigned to determine the polarity of opinion words. The opinion words 

are categorizing into two parts as positive and negative where the positive opinion words 

are utilizing to assert the essential things while the negative opinion words are utilizing 

to assert unessential things [36]. It needs a sentiment lexicon to create an approach or it 

is possible to create it by partial-automation or manually. The manual approaches like 

general inquirer, opinion lexicon are consuming more time to practice and they are 

required to combine with automated approaches when the final results are needed to be 

more accurate by reducing the mistakes[24]. There are two sub-classifications as 

dictionary-based approach and the corpus-based approach. 

 

4.2.1 Dictionary-Based Approach 

This approach is suitable for a minor set of pinion words that are gained from the 

identified positionings. Bootstrapping the small set of opinion words is the basic concept 

of this method (e.g.WordNet)[36]. This set is expanding by exploring the synonyms and 

antonyms within the identified thesaurus or lexicon. The process of searching will iterate 

until no novel word is detected. After this process, the manual inspection is processing to 

eliminate the errors or correct the errors[24].   

 

 

 



Adv. Technol. 2021, 1(2), 393-418 
 

 
408 

 

4.2.2 Corpus-Based Approach: 

This approach is useful to detect the opinion words which consists of definite orientation 

complications. The solutions for these problems depend on the pattern that arises with a 

list of origin of opinion words[24]. This method is not very successful and operative as a 

dictionary-based approach due to the reason of difficulty in creating a lexicon that covers 

all vocabulary in the English language. Although this is not very effective, it may assist 

to discover the domain and content specific opinion words which can be determined as 

a benefit of this approach. This approach can be accomplished by two main sub 

approaches namely statistical and semantic. 

 

4.2.2.1 Statistical Approach 

This approach is assigned to detect the co-occurrence of the pattern. The polarities of 

existing adjectives within the lexicon is considered by this method. The set of indexed 

documents on the web is using as the lexicon in order to complete this process[24]. This 

approach is capable of managing the unavailability of some words due to the lack of space 

within the lexicon. The statistical approaches required a vast amount of training data. 

 

4.2.2.2 Semantic Approach 

This approach promptly providing the semantic values and is based on the diverse 

principles for computing the equalization among the words. WordNet is an example of 

this approach[24]. Providing the alike sentiment values to nearly semantic words while 

computing the polarity is one major duty in this approach.  

 

4.3 Hybrid Approach 

The hybrid approach is a phase that uses several methods for data classification. The 

hybrid approach of analyzing sentiments consisting the statistical and knowledge-based 

methods to recognize the polarity[37].   Most novel researchers are using a hybrid 
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approach to sentiment analysis due to the reason that this method can enhance the 

accuracy of the sentiment analyzing model[38,39,40].  

 

4.4 Recursive Neural Network (RNN) 

Recurrent Neural Network is using sequence data as the input and it is generated by 

applying a similar set of weights continuously or recursively on that sequence of input 

data[38]. This is helps to analyze the deep structured information and it is integrally a 

complex network. These are consist of different architecture layers which enable the 

operation of input data and it can be denoted as a tree-like hierarchical structure 

consisting of linked nodes through a chain. Twitter sentiment analysis by RNN models 

enabling the analysis of complex compositions and classify them into positive, negative 

and neutral groups.  

 

3.3 Long-Short-Term-Memory (LSTM) 

LSTM is sort of Recursive Neural Network and capable of classifying, processing and 

analyzing only one data point such as picture as well as a series of data, for instance video 

clips. This method consists of a higher capability of detecting the long-term dependencies 

over RNN model[40].The default behavior of LSTM is the ability to memorize 

information for a long period. LSTM is capable of selectively recall or forget the data. 
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Tools and Techniques in Real-time Twitter Data Analysis Algorithm  

 
Figure 3. Tools and Techniques in Real-time Twitter Data AnalysisAlgorithm  

 

Figure 3 demonstrates a proposed algorithm to analyze Twitter real-time data. Though 

the main steps of the sentiment analysis are depicted in figure 1, the model required 

specific tools and techniques to accomplish the workload. This figure depicts the tools 

and techniques that can be used for each step. Real-time Twitter data feeding, data 

ingestion, data pre-processing, data distribution, data storage, and data classification are 

the main approaches of this algorithm. 

 



Adv. Technol. 2021, 1(2), 393-418 
 

 
411 

 

Data Ingestion 

Data ingestion is a process of streaming the data to the model for pre-processing. There 

are several open-source ingestion tools to accomplish this process. The default behavior 

of these tools is extracting the data and in addition to that, manipulating the data and 

organizing the data are costly proceedings of them. These tools can be used to stream 

real-time data from sources. As the open-source ingestion tools Apache Nifi, NSQ, 

Gobblin, Amazon Kineses, MOTT, RabbitMQ, ZeroMQ[7] etc can be mentioned. The real-

time Twitter data ingestion process can be accomplished using Apache NiFi[7] which is 

more supportive in routing, transformation and automate the flow of data to the model. 

JSON(JavaScript Object Notation) parser connected with Apache NiFi may more 

supportive to extract the Twitter data including the geo-location (coordinate) details. 

Unless using a new streaming method, the open-source ingestion tools can be used for 

model developments. When streaming Twitter real-time data, the Twitter Streaming API 

is more supportive. 

Location-based Twitter Data Extraction 

JSON parser enables to extract the real-time Twitter data with geo-location details, more 

specifically the coordinates (Longitude and latitude). There are two classes of location-

based data as tweet tagged location or tweet location data and account location data[42]. 

Both two classes of location data can be extracted by JSON parser. The streamed data by 

Twitter Streaming API is JSON encoded.  

Data Pre-Processing and Feature Extraction 

The Term Presence Vs Term Frequency, N-gram Features, Parts of Speech(POS), Term 

Position, Negation[12], SentiWordNe[43] are several methods that can be used for Twitter 

data pre-processing and feature extraction.  

Data Distribution 

Data Distribution for the data storage can be accomplished using Apache Kafka platform. 

Kafka can be denoted as a framework implementation or streaming platform which assist 
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in stream monitoring, sequence distribution of data etc and written using Java and Scala 

[41]. It is an open-source platform which can be used to pipeline, manage and queue the 

extracted data. 

Data Storage 

The processed Twitter data is stored for application of the proposed model and open-

source databases like  Apache Cassandra, Hadoop Distributed File System(HDFS) can be 

used for this purpose. Apache Cassandra is a distributed NoSQL database and it enables 

to store the of data types like maps, user-defined data types, functions, aggregations and 

allows the storage large volume of data[44]. HDFS is a data storing file system by 

breaking the data into minor chunks[45].  

Classification and Evaluation 

The Machine Learning based classifications are using numerous methods for data 

classification like SVM, NB, ME[46] etc. and as the novel methods RNN, CNN, LSTM, 

GRU[39,47,48]can be mentioned. The analyzed results can be evaluated and test the 

accuracy. After testing the accuracy and performance of one or combined sentiment 

analysis methods, the most accurate and well-performing algorithm can be finalized as 

the best algorithm for analyzing real-time location-based Twitter data. 

 

Table 1. Comparison of data analysis algorithms used in recent researches 

Research Title 
and Year of 
Publication 

Dataset Used 

Techniqu

es 

Advancements Accuracy 

Sentiment 

Analysis Using 

Deep Learning 

Approach[38] 

IMDB 

movie 

reviews 

Recurrent 

Neural 

Network 

(RNN), 

Convoluti

onal 

Neural 

Networks 

Checking for more 

accurate analysis 

results for IMDB text 

out of RNN, CNN 

methods and compare 

with the former 

published SVM[49] 

and RNTN[48] 

RNN - 68.64%  

 

CNN - 88.22%  
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(CNN) methods 

Building a 

Twitter 

Sentiment 

Analysis 

System with 

Recurrent 

Neural 

Networks[39] 

Integrum 

annotated 

1,578,627 

tweets 

Experime

ntal RNN 

Architectu

res with 

LSTM and 

GRU 

layers 

Designing the RNN 

Model with many 

advanced layers to 

analyse big amount of 

data 

LSTM- 80.39%  

 

GRU - 80.74% 

CNN for 
situations 
understanding 
based on 
sentiment 
analysis of 
Twitter 
data[47] 

Movie 
reviews 
with one 
sentence per 
review(MR) 
and 
essential 
collection of 
the real 
Twitter 
dataset (STS 
Gold) 

CNN 
Model 

A Convolutional 
neural network model 
to examine the 
accuracy and 
performance compared 
with the traditional 
methods  

MR - 74.5% 
 
STS Gold -
75.39% 

Deep-
Sentiment: 
Sentiment 
Analysis Using 
Ensemble of 
CNN and Bi-
LSTM 
Models[40] 

IMDB 
reviews 
with 50,000 
reviews and 
SST2 
Dataset that 
contained 
binary 
sentiment 
analysis   

CNN, 
LSTM and 
Bi-LSTM 
models 

Comparing each 
separate LSTM and 
CNN models and their 
combination 

LSTM - 80% 
 
CNN – 80.2% 
 
LSTM+CNN -
80.5% 

Multimodal 
Sentiment 
Analysis to 
explore the 
structure of 
emotions[50] 

A dataset 
consists 
1,009,534 
posts on 
Tumblr 

 LSTM for textual 
content Inception 
model for images 
compare them with a 
multi-modal neural 
network 
(LSTM+Inception)  

Inception 
Model - 36% 
 
LSTM – 69% 
 
Multi-modal 
neural network 
-  72% 

Recursive 
Deep Models 
for Semantic 
Compositional
ity Over a 
Sentiment 
Tree bank[48] 

Dataset of 
Stanford 
Sentiment 
Treebank  

Deep 
Analysis 
models 
like NB, 
SVM, 
BiNB ,Vec
Avg, 
RNN , 
MV-RNN,  
RNTN 

Comparison of the 
deep models in 
sentiment analysis (NB, 
SVM, BiNB ,VecAvg, 
RNN , MV-RNN,  
RNTN ) 

NB – 81.8% 
 
SVM – 79.4% 
 
BiNB – 83.1% 
 
VecAvg – 80.1% 
 
RNN – 82.4% 
 
MV-RNN – 
82.9% 
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RNTN – 85.4% 
Detection and 
classification 
of social 
media-based 
extremist 
affiliations 
using 
sentiment 
analysis 
techniques[51] 

Dataset of 
20,000 
tweets 
produced 
from 
revolutionis
t user 
accounts 

CNN+LST
M+GRU 

Testing different 
combinations and 
GRU, CNN and LSTM 
to gain more accurate 
results 

LSTM + CNN – 
93% 

Halal Products 
on Twitter: 
Data 
Extraction and 
Sentiment 
Analysis Using 
Stack of Deep 
Learning 
Algorithms[52] 

Dataset of 
Tweets over 
10 years on 
halal 
tourism and 
halal 
cosmetics  

CNN, 
LSTM, 
RNN 

Testing and the 
CNN,LSTM and RNN 
models and their 
combination to gain the 
most accurate model 

CNN+LSTM - 
93.78%. 

An image-text 
consistency 
driven 
multimodal 
sentiment 
analysis 
approach for 
social 
media[53] 

A set of 
social media 
pictures and 
textual 
content 

CNN, 
SVM 

Testing the data set 
with existing models 
and proposed model  

CNN+SVM – 
87% 

 

CNN - Convolutional Neural Network 

NB – NaiveBayes 

SVM - Support vector machine 

LSTM - Long Short-Term Memory 

GRU - Gated Recurrent Unit 

BiNB – bi-gramNB 

VecAvg - Vectors and ignores word order 

RNN – Recursive Neural Network 

RNTN – Recursive Neural Tensor Network 

MV-RNN - Matrix-Vector RNN 
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Conclusion 

There are several varieties of Twitter data for instance pictures, textual contents, videos, 

etc and according to the data type and the final required result, the sentiment analysis 

method should be selected. The elementary knowledge about sentiment analysis 

methods is mentioned in the review paper with the highlights of real-time data analysis 

methods. The techniques and tools of real-time Twitter data analysis based on geo-

location data are demonstrated using a simple model. The methods of data collection, 

data pre-processing, feature extraction, and methods of sentiment data are hierarchically 

discussed in this paper. The numerous models and techniques used by several 

researchers are depicted comparatively with mentioning the accuracy of each method. 

Clear understanding and proper practice of appropriate sentiment analysis methods may 

lead to higher accuracy and performance in final results. This paper depicts the basic 

theory of several sentiment analysis methods including machine learning techniques. The 

objective of this paper is to provide a proper conceptual understanding of the sentiment 

analysis techniques. In future work, the development of a novel machine-learning 

algorithm to analyze real-time Twitter data will be conducted. 
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