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Abstract 

 

The digital revolution has reshaped the landscape of business transactions, with online platforms generating vast 

amounts of text data through customer reviews. This paper explores the transformative potential of harnessing this 

data for customer segmentation, comparing traditional methods such as Term Frequency-Inverse Document Frequency 

(TF-IDF) and Bag-of-Words (BoW) with state-of-the-art Large Language Models (LLMs) for sentence embeddings. The 

primary objective is to identify the most effective approach for customer segmentation based on textual data by 

conducting a comprehensive analysis using clustering approaches. The study investigates the impact of LLMs, 

specifically BERT, RoBERTa, XLNet, and MPNet, in contrast to TF-IDF and BoW. Through experimentation and 

evaluation metrics, including the Silhouette Score, Davies-Bouldin Index, and Calinski-Harabasz Index, the research 

sheds light on the nuanced effectiveness of each method. While LLMs, particularly RoBERTa, demonstrate superior 

clustering performance, the study acknowledges the subtle impact of spelling correction on these models. The findings 

provide valuable insights for businesses seeking to understand customer sentiments and preferences, enabling more 

targeted and personalized strategies in the dynamic digital age. This research contributes to the evolving field of 

customer analytics by offering a comparative analysis of clustering approaches, laying the foundation for future 

advancements in text-based customer segmentation. 
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Introduction 

 

The digital revolution has fundamentally transformed the landscape of business transactions. The advent 

of online platforms has led to a significant shift in how businesses interact with their customers. This shift 

has not only streamlined the transaction process but has also led to the generation of a vast amount of text 

data through customer reviews. If harnessed effectively, this data can offer valuable insights into customer 

behavior and preferences, enabling businesses to customize their services to meet customer needs more 

accurately. This phenomenon is a testament to the power of the digital age, where data has become a crucial 

asset for businesses [1]. 
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The significance of text data in the digital age cannot be overstated. A plethora of studies have shown that 

customers generate a substantial amount of text data through online transactions. This data, often in the 

form of reviews, feedback, and comments, can serve as a rich source of information for businesses seeking 

to understand their customers better. However, the unstructured nature of this data presents a challenge 

to traditional data analysis techniques. This necessitates the development of more sophisticated methods 

that can effectively handle and analyze this data to extract meaningful insights [2]. 

 

The primary objective of this study is to conduct a comparative analysis of clustering approaches for 

customer segmentation based on textual data (customer reviews). We explore the impact of utilizing Large 

Language Models (LLMs) for sentence embedding creation in contrast to traditional methods. Bag-of-

Words (BoW) and TF-IDF are some well-known and widely used traditional methods for text processing. 

They have been used for tasks involving but not limited to sentiment analysis, document classification, and 

clustering [3-6]. This motivated us to explore and compare these approaches with more sophisticated 

approaches such as the use of LLMs. Our investigation involves three approaches: (1) clustering using Term 

Frequency-Inverse Document Frequency (TF-IDF) vectors, (2) clustering using Bag-of-Words (BoW) 

representations, and (3) clustering based on LLM-generated embeddings. 

 

When exploring TF-IDF and BoW, we concatenated all the reviews of a customer before generating vectors 

for their reviews. These vectors were then clustered to segment the customers. This approach allowed us 

to generate a single vector representation for each customer rather than having multiple vectors 

corresponding to each review. This helped us effectively compare the effectiveness of traditional text 

representation techniques with that of LLMs in the context of customer segmentation. 

 

The research aims to identify the most effective approach for customer segmentation. This will provide 

businesses with a robust tool to understand and cater to their customers in the digital age. Furthermore, it 

will contribute to the broader field of customer analytics by providing a comparative analysis of various 

clustering approaches in the context of customer segmentation. This research is expected to pave the way 

for more sophisticated and effective customer segmentation techniques in the future. 

 

Background 

 
Customer Segmentation Methods 

 

Customer segmentation has emerged as a critical strategy in the realm of customer-oriented marketing, 

especially in the burgeoning e-commerce sector [7]. This process involves the division of a company’s 

customer base into distinct groups, each characterized by shared attributes or behaviors. The primary 

objective of customer segmentation is to gain a deeper understanding of the interests and motivations of 

individual customers, thereby enabling businesses to tailor their marketing efforts to meet the unique needs 

of each segment [7]. 
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The advent of machine learning has brought about a significant enhancement in the effectiveness of 

customer segmentation. Various machine-learning techniques have been employed to facilitate this process. 

Among these, K-means clustering is widely used due to its simplicity, versatility, and scalability. K-means 

works by partitioning data into a predetermined number of clusters, where each data point is assigned to 

the nearest cluster center (centroid). The algorithm iteratively adjusts the centroids by minimizing the 

variance within clusters, thus enhancing the homogeneity of data points in the same cluster. Its 

effectiveness in handling large datasets makes K-means particularly relevant for applications like customer 

segmentation, where the goal is to categorize customers into well-defined, actionable segments based on 

their behaviors or characteristics [7]. 

 

Recent research has delved into the exploration of different machine-learning techniques for customer 

segmentation. For instance, a comprehensive review by Gomes and Meisen (2023) provides an in-depth 

overview of various segmentation methods and their current state-of-the-art. The authors conducted an 

extensive literature search, identifying 105 publications between 2000 and 2022 that deal with the analysis 

of customer behavior using segmentation methods. This body of work underscores the growing interest in 

leveraging machine learning for customer segmentation and the continuous evolution of these techniques. 

 

Another noteworthy study by Luo et al., (2022) delved into the sentiment analysis of spa leisure 

consumption during different holidays and across different cities, with the aim of optimizing customer 

segmentation [8]. The authors proposed a novel general framework and related sentiment analysis 

methods, which were applied to a collection of datasets from customers’ textual reviews of foot bath spa 

merchants in three cities in China. This study exemplifies the potential of sentiment analysis in enhancing 

customer segmentation, particularly in the context of service industries where customer reviews play a 

pivotal role. 

 

Hence, in summary, the literature indicates that customer segmentation is a vital tool for businesses seeking 

to understand and cater to their customers’ needs. The use of machine learning techniques, particularly 

clustering algorithms, has shown promise in enhancing the effectiveness of customer segmentation. 

However, further research is needed to explore the potential of these techniques in different contexts and 

with different types of data. This paper aims to contribute to this body of knowledge by providing a 

comparative analysis of different clustering approaches for customer segmentation using text data 

generated from online transactions. 

 

Text Data Analysis and Sentiment Analysis in Customer Feedback 

 

The increasing volume of textual data generated by online customer reviews has sparked a surge in 

research seeking to extract valuable insights for customer segmentation and understanding. This section 

delves into existing studies utilizing text data analysis and sentiment analysis in customer feedback, 

particularly focusing on how these techniques have been employed to unveil customer sentiments and 

preferences within reviews. 
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Sentiment analysis, a key technique used in this context, involves the use of Natural Language Processing 

(NLP) and text mining to identify and extract subjective information from text. This technique has been 

instrumental in analyzing comments and reviews concerning day-to-day activities, as highlighted by 

Wankhade et al., (2022). They provide a comprehensive overview of sentiment analysis methods, 

applications, and challenges, emphasizing its importance in the realm of customer feedback analysis [9]. 

Furthermore, Nandwani et al., (2021) discusses the various levels of sentiment analysis and emotion models 

[10]. They underscore the role of sentiment analysis in understanding customer reviews on various e-

commerce sites. According to them, sentiment analysis assists marketers in understanding their customer’s 

perspectives better, enabling them to make necessary changes to their products or services. 

 

Opinion mining, also known as sentiment analysis, has been utilized to extract valuable insights from 

customer feedback. A study by Subhashini et al., (2021) provides a detailed survey of recent opinion-mining 

literature [11]. They discuss how to extract text features in opinions that may contain noise or uncertainties. 

They highlight the importance of opinion mining in e-commerce, where customer preference patterns can 

significantly impact companies' overall profits. Another study conducted a sentiment analysis on customer 

feedback data from Amazon product reviews [12]. They utilized opinion mining and text mining to 

understand customer sentiments toward specific products. The study underscores the importance of 

sentiment analysis in changing customer opinions about a product. 

 

In conclusion, the analysis of text data, particularly through sentiment analysis and opinion mining, plays 

a crucial role in extracting customer insights. These techniques provide a deeper understanding of 

customer sentiments and preferences, enabling businesses to make informed decisions and improve their 

products and services. The advent of machine learning has further enhanced these techniques, allowing for 

the analysis of large volumes of data and the identification of patterns that may not be apparent through 

manual analysis. Machine learning algorithms can segment customers based on various factors such as 

purchasing behavior, demographics, and psychographics. By building upon existing research and 

addressing challenges head-on, this study seeks to contribute to the advancement of text-based customer 

segmentation, empowering businesses to harness the wealth of online reviews for a deeper understanding 

of their customers and more effective engagement strategies. 

 

Language Model-Based Approaches for Sentence Embeddings 

 

The emergence of powerful Large Language Models (LLMs) like BERT, RoBERTa, XLNet, and MPNet has 

revolutionized NLP, offering a quantum leap in our ability to capture the semantic richness and intricacies 

of human language [13, 14]. A key element of this revolution is the creation of high-quality sentence 

embeddings, dense vector representations that encode the meaning and context of a sentence [13, 14].  

 

Traditionally, NLP relied on simple techniques like bag-of-words or TF-IDF to represent sentences, often 

resulting in shallow and context-agnostic representations [15]. LLMs, trained on massive text corpora, 

overcome these limitations by capturing the complex relationships between words and their nuances 

within a sentence [13, 14]. This allows them to generate contextualized word embeddings, where the 
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meaning of a word depends on its surrounding context [13, 14]. By aggregating these word embeddings, 

we can derive robust sentence embeddings that reflect the true semantic meaning of a sentence [13, 14]. 

Studies showcase the effectiveness of LLM-based sentence embeddings in various NLP tasks. For instance, 

Adoma et al., (2022) demonstrated that these LLMs significantly outperform traditional methods in 

recognizing emotions from texts [16]. Another research reported a comprehensive clustering and network 

analysis targeting sentence and sub-sentence embedding spaces [17]. The study found that one method 

generates the most clustering-friendly embeddings and that the embeddings of span sub-sentences have 

better clustering properties than the original sentences. 

 

Furthermore, Adoma et al., (2022) analysed the efficacy of BERT, RoBERTa, DistilBERT, and XLNet pre-

trained transformer models in recognizing emotions from texts [16]. The study found that using the same 

hyperparameters, the recorded model accuracies in decreasing order were RoBERTa, XLNet, BERT, and 

DistilBERT, respectively [16]. Moreover, Li et al., (2020) discusses how pre-trained contextual 

representations like BERT have achieved great success in NLP. However, the sentence embeddings from 

the pre-trained language models without fine-tuning have been found to capture the semantic meaning of 

sentences poorly [18]. The study argues that the semantic information in the BERT embeddings is not fully 

exploited [18].  

 

Methodology 

Preprocess

Dataset

TF-IDF
Bag-of-

Words
RoBERTa BERT XLNet MPNet

Preprocess Preprocess Preprocess Preprocess Preprocess Preprocess

Clustering

(K-Means)
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Clustering
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Figure 1. Overall methodology comparing traditional and LLM-based methods for clustering with K-means 

 

The overarching goal was to assess the effectiveness of traditional methods, specifically TF-IDF and Bag-

of-Words, in comparison to modern approaches utilizing LLMs for sentence embeddings. The experiment 

aimed to gain insights into the optimal technique for customer segmentation in the context of abundant 

textual data generated in the digital age. The primary hypothesis behind this study hypothesized that the 
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utilization of LLMs for generating sentence embeddings would lead to more meaningful and contextually 

rich representations of textual information, resulting in improved clustering performance compared to 

traditional methods such as TF-IDF and Bag-of-Words. The hypothesis was tested through a systematic 

analysis of clustering results and evaluation metrics. The overall experimentation methodology is shown 

in Figure 1. 

 

The experiment was structured into three main arms, each corresponding to a distinct clustering approach: 

TF-IDF, BoW, and LLMs as shown in Figure 1. For each arm, the dataset underwent specific preprocessing 

steps, and clustering was performed using the K-means algorithm. The choice of K-means was motivated 

by its simplicity, efficiency, and widespread use in customer segmentation studies. The dataset used in this 

study was sourced from Olist, a Brazilian e-commerce platform that connects small and medium-sized 

businesses with large online marketplaces. Olist's dataset, which is publicly available [19], includes a 

comprehensive collection of customer reviews across various product categories, providing a rich source 

of textual data for analysis. The dataset had around 40,500 customer reviews. The reviews in the dataset 

were in both English and Portuguese. For our analysis, we used an English version of this dataset where 

the reviews that were in Portuguese were also translated into English leaving the English ones as they were. 

It is important to note that ground-truth clusters, or predefined clusters known in advance, were not 

available in the dataset under investigation. 

 

The effectiveness of each clustering approach was assessed using a combination of quantitative and 

qualitative evaluation metrics. To measure the internal cohesion and separation of clusters, the Silhouette 

Score, Davies-Bouldin Index, and Calinski-Harabasz Index were employed. These metrics are three of the 

most popular techniques for internal clustering evaluation [20]. The Silhouette Score evaluates how similar 

a data point is to its own cluster compared to other clusters, with scores closer to 1 indicating well-defined 

clusters and scores closer to -1 suggesting overlapping clusters. The Davies-Bouldin Index measures the 

average similarity ratio of each cluster with the one most similar to it, where lower values indicate better 

clustering quality. The Calinski-Harabasz Index, also known as the Variance Ratio Criterion, assesses the 

ratio of the sum of between-cluster dispersion and within-cluster dispersion, with higher scores signifying 

more distinct and well-separated clusters. In addition to numerical metrics, visualizations (cluster plots) 

were employed to provide a holistic understanding of the clustering results. 

 

Using TF-IDF 

 

Term Frequency-Inverse Document Frequency (TF-IDF) is a numerical statistic used to reflect how 

important a word is to a document in a collection or corpus [5, 21]. It is often used in text mining and 

information retrieval systems to evaluate the importance of a term to a document in a corpus [5, 21]. The 

TF-IDF value increases proportionally to the number of times a word appears in the document but is offset 

by the frequency of the word in the corpus, which helps to adjust for the fact that some words appear more 

frequently in general [5, 21]. 
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In this research, our approach to the application of TF-IDF is illustrated in Figure 2. 

 

Dataset

(Reviews)

Remove emojis

Remove records without 

reviews

Standard text preprocessing:

 Lowercasing

 Removing punctuations & 

special characters

 Removing stop words

 Lemmatization

Generate vectors using TF-

IDF/BoW

Scaling

Clustering

Group by customer ID and 

concatenate each 
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Figure 2. Methodology for performing TF-IDF and BoW 

 

Using Bag-of-Words 

 

The Bag-of-Words (BoW) model is a simplifying representation used in NLP and information retrieval. In 

this model, a text (such as a sentence or a document) is represented as the bag (multiset) of its words, 

disregarding grammar and even word order but keeping multiplicity [22]. The BoW model has been used 

in document classification where the occurrence (frequency) of each word is used as a feature for training 

a classifier [22]. 

 

The strategy followed for BoW was similar to that followed for TF-IDF as illustrated in Figure 2. 

 

Using Language Models 

 

Language Models like BERT, RoBERTa, XLNet, and MPNet have revolutionized NLP, offering a significant 

leap in our ability to capture the semantic richness and particulars of human language [23]. BERT captures 

nuanced meanings by processing text bidirectionally, understanding context from both directions 

simultaneously. RoBERTa builds on BERT by optimizing training procedures and focusing solely on 

masked language modeling, enhancing performance. XLNet introduces permutation-based training, 

combining bidirectional and autoregressive approaches to handle word dependencies more effectively. 

MPNet further refines these techniques by integrating both masked and permutation-based pre-training. 

These models are trained on massive text corpora and can generate contextualized word embeddings, 
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where the meaning of a word depends on its surrounding context [23]. These embeddings are simply 

vectors and hence standard vector interpretations should be applicable [24]. 

 

Embedding - 1 Embedding - 2 Embedding - 3 Embedding - n

Resultant 

Embedding

Mean

 

Figure 3. Resultant embedding for customer representation based on the mean of other embeddings 

 

To come up with an overall sentence embedding (i.e., vector) that represents each customer, the fairest 

method would be to come up with an ‘average’ vector such that it represents a customer by taking into 

account all their reviews as shown in Figure 3. Hence, to arrive at this resultant vector, we calculated the 

mean value along each dimension. Figure 4 illustrates this intuition in a 2-D plane. Note that 𝑐 = (𝑎 + 𝑏)/2 

and 𝑧 = (𝑥 + 𝑦)/2. 
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Figure 4. Using all embeddings of a customer to get resultant 

 

Experimentation and Results 

 

The experiment focused on comparing the performance of customer segmentation after using TF-IDF, BoW, 

and various language models. Each approach underwent a systematic process, including data 

preprocessing, application of clustering algorithms, and evaluation. 

 

TF-IDF 

 

The calculation of Term Frequency (TF) utilized a straightforward counting method, reflecting the 

frequency of each term within individual documents. The Inverse Document Frequency (IDF) employed 

the standard formulation, offering a measure of term significance across the entire document corpus. To 

refine the quality of TF-IDF embeddings, a custom vectorizer was designed with two critical filtering 
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mechanisms. Firstly, words appearing in over 50% of the documents were removed to eliminate ubiquitous 

terms lacking discriminative power. Secondly, words occurring in less than 1% of the documents were 

excluded to filter out rare terms introducing potential noise. 

Furthermore, we concatenated all reviews for each customer before TF-IDF vectorization. This is because a 

customer may have multiple orders and each order would have at least one review. Hence a customer may 

have multiple reviews. By concatenating all reviews, we were able to associate all reviews provided by that 

customer while having only one record for that customer. 

 

When performing TF-IDF we used simple count for TF and standard IDF as mentioned previously. The 

choice of the simple count method for TF was justified in this context, as it reflects the raw frequency of 

terms within individual documents, which is pertinent to customer reviews. The standard IDF formulation 

was deemed appropriate, as it penalizes terms that appear frequently across the entire document corpus, 

ensuring that common words receive lower weights in the TF-IDF embeddings. 

 

We then used the K-means clustering algorithm to categorize customers into distinct segments. The value 

used for k was 3 as suggested by the elbow method. 

 

For visualization purposes, we used Principal Component Analysis (PCA) to reduce the dimensionality. 

Figure 5 shows the visualization of the data points on a 3-D (to the left) and 2-D (to the right) plane. 

 

Figure 5. Clustering using vectors from TF-IDF (PCA) 

 

As seen in Figure 5, there seems to be very little separation between clusters and hence differentiating one 

cluster from the rest is a challenging task, as the data points of one cluster overlap with those of another. 

 

When using PCA, it is important to also consider the cumulative explained variance. It helps us understand 

how much of the total variance in a dataset is captured by a certain number of principal components. A 

value of 80% is generally considered good for descriptive purposes. However, in this case, the cumulative 
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explained variance of these three components of PCA was a low value (<50%). This low value could be due 

to the complex polynomial relationships between features. We used the t-distributed Stochastic Neighbor 

Embedding (t-SNE) method to capture these complex relationships. The visualizations are in Figure 6. 

 

Figure 6. Clustering using vectors from TF-IDF (t-SNE) 

 

Table 1 provides various clustering metrics. Based on these scores, we can conclude that the clustering 

algorithm used may not have produced well-defined clusters. The Calinski-Harabasz Index is somewhat 

high, indicating that there is a somewhat good separation between the clusters. However, the Davies-

Bouldin Index is also relatively high, indicating that the clusters are not very similar to each other with low 

separation. The Silhouette score has a low value, indicating that the clusters are not well-separated. 

Table 1. Clustering metrics for TF-IDF vectors 

Davies-Bouldin 
Index 

Calinski-
Harabasz Index 

Silhouette 
Score 

4.10 1,438.85 0.05 

 
Bag-of-Words 

 

Similar to the preprocessing techniques employed in the TF-IDF experiment, our data underwent careful 

cleaning to ensure relevance and accuracy. Irrelevant information was removed, missing values were 

handled, and textual data were standardized. To enhance the quality of the BoW embeddings, we 

developed a customized count vectorizer that systematically excluded words that appeared in more than 

50% of the documents and those occurring in less than 1% of the documents. This filtering mechanism 

aimed to eliminate words lacking meaningful content, including misspelled or improperly spaced terms 

such as "someth" and "ing" instead of "something." 

 

Similar to the strategy used when generating vectors using TF-IDF, we concatenated all reviews for each 

customer before BoW vectorization. This was particularly crucial given that a single customer could 
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contribute multiple reviews. Aggregating these reviews aimed to provide a holistic representation of the 

customer's feedback. 

 

The preprocessing steps were followed by the application of the custom Count Vectorizer, generating BoW 

embeddings for each customer based on the concatenated reviews. Subsequently, the K-means clustering 

algorithm was employed to categorize customers into distinct segments. The value used for k was 3. To 

arrive at this value, we utilized the elbow method. 

 

 

Figure 7. Clustering using vectors from BoW (PCA) 

 

Figure 7 presents the visualizations for the BoW vectors. We used PCA to reduce dimensionality for 

visualization. However, the cumulative explained variance was not a satisfactory value. Hence, for better 

explanatory visualizations we used t-SNE. We arrived at the visualizations in Figure 8. 

 

 

Figure 8. Clustering using vectors from BoW (t-SNE) 
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Based on the metrics we obtained in Table 2; clustering does not seem to be satisfactory. However, the 

metrics are better than those obtained for TF-IDF. 

 

Table 2. Clustering metrics for BoW vectors 

Davies-Bouldin 
Index 

Calinski-Harabasz 
Index 

Silhouette 
Score 

3.10 2,440.00 0.08 

 
 
Large Language Models 

 

In this stage, we used LLMs to generate embeddings for customer reviews. The LLMs we used were 

RoBERTa, BERT, XLNet, and MPNet which were available to be downloaded via the ‘Hugging Face’ 

platform. After generating embeddings, we clustered them and compared their performance with that of 

TF-IDF and BoW based on Davies-Bouldin Index, Calinski-Harabasz Index, and Silhouette Score. We also 

compared the performance of clustering the embeddings generated from multiple LLMs as shown in Table 

3.  

Table 3. Clustering metrics for language model embeddings – before spelling correction  

LLM 
Davies-Bouldin 

Index 
Calinski-Harabasz 

Index 
Silhouette 

Score 

RoBERTa 2.08 11,760.88 0.16 

BERT 2.70 5,847.56 0.13 

XLNet 3.03 3,767.20 0.10 

MPNet 3.39 2,434.04 0.06 

 

The clustering metrics in Table 3 provide insights into the performance of different LLMs, namely 

RoBERTa, BERT, XLNet, and MPNet. RoBERTa stands out with a Davies-Bouldin Index of 2.08, indicating 

well-defined clusters, and a high Calinski-Harabasz Index of 11,760.88, suggesting dense and well-

separated clusters. The Silhouette Score of 0.16 further supports the notion of clear separation between 

clusters compared to the other language models. BERT follows closely with a slightly higher Davies-

Bouldin Index of 2.70 and a lower Calinski-Harabasz Index and Silhouette Score, suggesting clusters that 

are somewhat less well-defined and less dense compared to RoBERTa. XLNet exhibits a higher Davies-

Bouldin Index and Silhouette Score (3.03 and 0.10, respectively), indicating less well-defined clusters with 
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moderate separation. MPNet shows the lowest performance among the models, with a Davies-Bouldin 

Index of 3.39 and a Silhouette Score of 0.06, suggesting less well-defined and less separated clusters. In 

summary, the models vary in their ability to form distinct and dense clusters, with RoBERTa demonstrating 

superior clustering performance, followed by BERT, XLNet, and MPNet. 

 

This stage prompted an investigation into the potential impact of spelling correction on clustering 

performance. We hypothesized that correcting spelling errors would enhance the language model's ability 

to comprehend the semantic content of the reviews, thereby leading to improved cluster formation. The 

results of this experiment are in Table 4. 

BERT MPNet

RoBERTa XLNet

 

Figure 9. Visualizations of clusters – before spelling correction 

 
 

Table 4. Clustering metrics for language model embeddings – after spelling correction  

LLM 
Davies-Bouldin 

Index 
Calinski-Harabasz 

Index 
Silhouette 

Score 

RoBERTa 2.14 9,941.48 0.15 

BERT 2.11 8,554.14 0.15 

XLNet 3.13 3,430.69 0.10 

MPNet 3.52 2,175.56 0.06 

 

Upon comparing the clustering metrics before and after spelling correction for the LLMs—RoBERTa, BERT, 

XLNet, and MPNet—it becomes evident that the changes in metrics are generally subtle. For RoBERTa, 

there is a marginal increase in the Davies-Bouldin Index from 2.08 to 2.14, suggesting a slightly less well-
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defined cluster structure after spelling correction (based on this metric alone). However, the Calinski-

Harabasz Index remains high at 9941.48, and the Silhouette Score marginally declines from 0.16 to 0.15, 

indicating that the overall impact on clustering quality is not substantial. Similarly, BERT sees an increase 

in the Davies-Bouldin Index from 2.70 to 2.11, signifying marginally degraded cluster definition, while the 

Calinski-Harabasz Index increases to 8554.14 after spelling corrections. The Silhouette Score sees a slight 

increment to 0.15. Both XLNet and MPNet exhibit marginal increases in the Davies-Bouldin Index after 

spelling correction, implying slightly less well-defined cluster structures. The Calinski-Harabasz Indexes 

for both models decrease, indicating potential cluster density or separation reductions, while the Silhouette 

Scores remain relatively stable.  

 

Overall, the changes in metrics, while noticeable, are not drastically significant, suggesting that the impact 

of spelling correction on the clustering performance of these models is nuanced. The subtlety of changes 

may be attributed to the inherent robustness of language models trained on diverse datasets, which allows 

them to handle variations in language, including misspellings, to some extent. Another reason might be 

attributed to the low percentage of misspelled words in the dataset, estimated at around 2%. With such a 

small proportion of misspelled words, the overall impact of spelling correction on the clustering metrics 

may be limited. 

BERT MPNet

RoBERTa XLNet

 

Figure 10. Visualizations of clusters – after spelling correction 

 

Comparison between Figure 9 and Figure 10 justifies the conclusions made by the clustering metrics (i.e., 

there is no significant improvement in clustering even after spelling correction). We did not have to use t-

SNE in this case since the cumulative explained variance of the 3 components when using PCA for 

visualizing clustered embeddings generated by the language models in each instance was satisfactory. 

 

Discussion 

 

The comparative analysis of clustering approaches applied to customer reviews has yielded valuable 

insights into the effectiveness of traditional methods and language model-based approaches. Examining 
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the performance metrics and visualizations for TF-IDF, Bag-of-Words, and various language models, it is 

evident that the choice of representation method significantly influences the resulting customer 

segmentation. The TF-IDF approach, while commonly used in text mining, showed limited effectiveness in 

creating well-defined customer clusters, as indicated by the low Silhouette Score and high Davies-Bouldin 

Index. The Bag-of-Words model exhibited slightly improved results, emphasizing the importance of word 

occurrence frequencies in capturing some semantic nuances. Notably, language model-based embeddings, 

particularly those generated by RoBERTa, demonstrated superior clustering performance, with well-

separated and dense clusters, as evidenced by comparatively higher Silhouette Scores and Calinski-

Harabasz Indexes. 

 

The discussion of language models extends beyond their performance to consider the practical implications 

of their application. While the experimentation with spelling correction yielded subtle improvements, it is 

crucial to acknowledge the nuanced impact of such corrections on clustering quality. Despite the overall 

effectiveness of language models in handling variations in language, the limited prevalence of misspelled 

words in the dataset may have contributed to the marginal changes observed post-correction. 

 

The observed variations in clustering performance among different language models prompt further 

exploration into model-specific characteristics. For instance, RoBERTa consistently outperformed other 

models, suggesting that its training architecture and contextual embeddings play a crucial role in capturing 

the inherent structure of customer reviews. The discussion also underscores the importance of considering 

the trade-offs between computational resources, model complexity, and clustering performance, as these 

factors can influence the practical applicability of language models in real-world scenarios. 

 

Conclusion 

 

The primary objective of the study was to conduct a comparative analysis of clustering approaches for 

customer segmentation based on textual data, specifically customer reviews. By focusing on traditional 

methods such as TF-IDF and Bag-of-Words, as well as advanced language model-based approaches, the 

research aimed to determine the effectiveness of these techniques in creating meaningful and contextually 

rich customer segments. The primary hypothesis posited that the utilization of LLMs for generating 

sentence embeddings would result in more meaningful and contextually rich representations of textual 

information, leading to improved clustering performance compared to traditional methods. The results of 

this study support the hypothesis, as the language model RoBERTa demonstrated superior clustering 

performance, emphasizing the significance of leveraging state-of-the-art NLP models for customer 

segmentation in the digital age. The findings underscore the nuanced impact of representation methods on 

the formation of well-defined customer clusters. While TF-IDF and Bag-of-Words exhibited limitations in 

capturing semantic nuances, language models, especially RoBERTa, showcased enhanced capabilities in 

creating dense and distinct clusters. The subtle improvements observed post-spelling correction 

highlighted the robustness of language models in handling variations in language, albeit within the context 

of a dataset with a low prevalence of misspellings. As businesses increasingly rely on customer insights for 

tailored services, the implications of this research extend to practical applications in marketing and 
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customer relationship management. By understanding the strengths and limitations of various clustering 

approaches, businesses can make informed decisions on selecting the most suitable approach for customer 

segmentation, with this study affirming the advantages of LLMs in achieving more effective segmentation 

outcomes.  

 

Future Research Directions 

 

While the current study has provided valuable insights, there are avenues for further exploration. Future 

research could delve deeper into the interpretability of clusters generated by language models, examining 

the specific features that contribute to the effectiveness of RoBERTa in comparison to other models. 

Additionally, investigating the transferability of these findings to different industries or cultural contexts 

would contribute to the broader applicability of the proposed techniques. However, the current study lays 

a solid foundation for advancing the understanding of customer segmentation through sophisticated text 

analysis, paving the way for more targeted and personalized business strategies in the evolving landscape 

of digital transactions. 
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