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Abstract 

 

The goal of this paper is to examine the effect of heuristic accuracy on the performance of 

search algorithms in solving 8-puzzle problems. The 8-puzzle is a popular benchmark search problem 

in Artificial Intelligence, and numerous search strategies have been developed to solve it. This research 

evaluates the performance of search algorithms using different heuristics to determine the optimal level 

of heuristic accuracy for solving 8-puzzle problems. Several search algorithms, including uniform cost 

search and A* search, were implemented and tested using different heuristics. Manhattan and 

Euclidean distances were chosen as heuristics for A* algorithm. Heuristics play a crucial role in 

guiding these algorithms towards the solution, and their accuracy can greatly impact the performance 

of the search. Results revealed that reduction attained in both time and space complexity by A* search 

with Manhattan heuristic is over 99.1% for the average case, while the reduction in the effective 

branching factor is over 21.1%. These results from the experiments provide insights into the trade-off 

between heuristic accuracy and search efficiency, and contribute to a better understanding of the 

behavior of search algorithms in complex problems. 
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1. Introduction 

The field of computer science is currently focused on developing various artificial intelligence 

(AI) search algorithms. Search algorithms are divided into two broad categories; uninformed and 

heuristic. Uninformed search algorithms rely on available operators or actions and the structure of the 

search space to arrive at a solution, without utilizing any additional domain specific knowledge. On 

the other hand, heuristic search algorithms employ additional knowledge in terms of heuristic 

evaluation functions, to guide the search process. These heuristics are estimates of the cost of reaching 

the goal state and are used to prioritize the search and make more informed decisions about which 

nodes to explore next. This paper focuses on the application of two search algorithms, namely uniform 

cost search (an uninformed search algorithm) and A* search (a heuristic search algorithm), on the 8-

puzzle problem domain. 

Informed or heuristic search algorithms are generally more efficient compared to uninformed 

search as they utilize reliable knowledge to make decisions and prioritize search directions (Russell 

and Norvig, 2022). By employing different heuristic functions, informed search algorithms can 

improve the performance in terms of speed, accuracy, and efficiency. Hence, heuristic accuracy 

significantly influences search algorithm performance. The goal of our research is to analyze the 

impact of heuristic accuracy on solving 8-puzzle problems. 

In the field of AI research, there have been extensive discussions regarding commonly used 

algorithms such as genetic algorithms, path finding algorithms, and problem reduction algorithms, to 

explore their impact on problem-solving (Kallem, 2012). Search algorithms aim to identify the most 

appropriate solution from a set of intended solutions, and different types of search algorithms, 

including uninformed and heuristic approaches, have their own advantages and limitations. 

Consequently, several researchers have conducted comparisons between these types of algorithms 

(Hidayat et al., 2021; Menon et al., 2018; Mishra and Siddalingaswamy, 2017; Pathak et al., 2018). 

Uninformed search strategies such as depth-first search, breadth-first search (Igwe et al., 2013; 

Menon et al., 2018; Pathak et al., 2018), and uniform cost search (Pathak et al., 2018) have been 

commonly employed in previous researches. In addition, informed search algorithms, including A*, 

hill climbing, and steepest ascent hill climbing (Menon et al., 2018; Jain and Patel, 2023) have also 

been utilized. Notably, A* algorithm has shown superior performance in path finding and graph 

traversal problems according to comparative studies (Igwe et al., 2013; Menon et al., 2018;  Pathak et 

al., 2018). Another research (Igwe et al., 2013) evaluated the performance of A* algorithm using 

genetic programming (GP) for solving the 8-puzzle problem, demonstrating its better performance. 

Furthermore, numerous researchers have focused on assessing the performance of A* 

algorithm using different heuristic functions (Iordan, 2016, 2021). A comparison was made (Iordan, 

2016, 2021) between several heuristic functions, such as Hamming, Manhattan, and Chebyshev 

heuristics, when applied to A* algorithm for solving puzzle games. Search algorithms are evaluated 

based on criteria such as time complexity, space complexity, optimality, and completeness (Pathak et 

al., 2018) in order to assess their performance. Time and space complexity have been widely used as 

performance criteria in comparative analyses of heuristics (Iordan, 2016, 2021). Various metrics have 

been employed to measure time complexity and space complexity, including running time (Iordan, 

2016), average number of nodes expanded and explored (Hidayat et al., 2021), number of edges and 

vertices (Menon et al., 2018), as well as the number of nodes generated, number of nodes expanded, 

and effective branching factor (Iordan, 2016, 2021). Various extensions and expansions to 8-puzzle 

can be found in the literature, including diagonal moves, resulting in a bigger search space, and much 

larger 15-puzzle (Johnson and Story, 1879). An analysis of the former reveals that a significant fraction 

of solvable 8-puzzle positions is pathological with regard to a number of parameters (Piltaver et al., 

2011). 

Intelligent search mechanisms are employed in applications for solving a wide range of 

problems, from simple ones like the problem of block architecture (Rahim et al., 2006) to more 

complex ones like polyhedra puzzles (Iordan, 2021). Gaming is a prominent application area for 
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intelligent search, including games like TicTacToe (Fathi et al., 2019), "Congklak" (a popular 

traditional Indonesian game) (Rahim et al., 2018), general path finding tasks, and Sudoku (Lina and 

Rumetna, 2021). These examples serve as considerations for researchers and game developers, 

emphasizing the importance of implementing heuristically enriched search algorithms to efficiently 

utilize memory and computational resources when solving the problems of similar nature (Hidayat et 

al., 2021). 

 

2. Methodology 

Python was selected as the main programming language for implementing and conducting 

experiments on the algorithms. The research comprises three main steps, involving multiple sub-tasks. 

Step one generates solvable random instances of the 8-puzzle problem. Step two implements and 

solves the problem instances using two search algorithms. Step three evaluates the performance of the 

search algorithms based on the results obtained. 

 

2.1 Generating problem instances 

The 8-puzzle problem is a benchmark problem in artificial intelligence that involves a 3x3 board 

with eight tiles and an empty square. The goal of this puzzle is to arrange the tiles in ascending order, 

with the empty square in the bottom-right corner as shown in Figure 1.  

 

1 2 3 

4 5 6 

7 8  

                                                     Figure 1: Goal state 

 

There are 9! (362,880) possible permutations of the tiles, and half of them are solvable (Reinefeld, 

1993). By using the concept of "inversion,"(Ishan, 2022) it is possible to determine solvable problem 

instances. 

Rule: “Odd permutation inversions of the puzzle are impossible to solve, all even permutations are 

solvable” (Bhasin and Singla, 2012). 

In this research, a set of 100,000 random configurations were generated out of the total of 181,440 

solvable instances using Python code. 

 

2.2 Implementing search algorithms 

Both informed and uninformed search algorithms were used in this research. The uninformed 

search algorithm chosen was the uniform cost search (UCS), while the informed search algorithm 

selected was the A* algorithm, which incorporated Manhattan and Euclidean heuristics.  

 

Uniform cost search 

UCS is a popular uninformed search algorithm in AI used for path finding problems. It explores 

all possible paths from the initial state and evaluates the total cost of each path until reaching a goal 

state. The algorithm operates similarly to breadth-first search, utilizing a priority queue and increasing 

the path cost by 1 for each state expansion. The path cost equation 𝑔(𝑛) represents the total cost of 

reaching node n from the starting node. 

𝑝𝑎𝑡ℎ 𝑐𝑜𝑠𝑡 = 𝑔(𝑛)                                             -----------(1) 

 

A* algorithm 

A* is the most often used heuristic search algorithm for path finding and graph traversal problems. It 

combines uniform cost search with a heuristic evaluation function, which provides an estimated cost 
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to reach a goal from the current state, to obtain optimal solutions efficiently. In the 8-puzzle problem, 

A* examines the initial state and generates successor states by moving one tile at a time. It computes 

the 𝑓(𝑛) value for each successor state using the path cost equation: 

 

𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛)                                                -----------(2) 

 

where 𝑔(𝑛) is the cost from the initial state and ℎ(𝑛) is the heuristic cost to the goal state. A* selects 

the state with the lowest 𝑓(𝑛) value and expands it until reaching the goal state. For the 8-puzzle, 

Manhattan and Euclidean heuristics are employed in this research, each providing a unique approach 

to estimating the cost to reach the goal. 

 

Manhattan heuristic 

The widely used admissible heuristic evaluation function recorded in the literature so far solving 8-

puzzle problem is Manhattan distance heuristic (Iordan, 2016), which is calculated as follows: 

 

ℎ𝑀(𝑆) =  ∑ 𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘) , 𝑤ℎ𝑒𝑟𝑒 𝑘{1,2,3, … , 𝑁}           -----------(3) 

 

𝑁 represents the number of tiles and 𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘) represents the distance of 𝑘 number 

position (on vertical/horizontal axis) in state 𝑆 state towards its position in the goal state which is 

calculated with the following relation (Iordan, 2016): 

 

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘)  =  |𝑥𝑘 − 𝑥𝑘𝑔|  + |𝑦𝑘 − 𝑦𝑘𝑔|                 -----------(4) 

 

where (𝑥𝑘, 𝑦𝑘) represents the coordinates of 𝑘 number position in current state and 

(𝑥𝑘𝑔, 𝑦𝑘𝑔) represents the coordinates of 𝑘 number position in goal state.  

 

Euclidean heuristic 

Euclidean heuristic is a heuristic function for estimating the distance between a state and the goal state 

in the 8-puzzle problem. It uses the Pythagorean Theorem to calculate the straight-line distance 

between two points on a plane. The Euclidean heuristic function and distance can be calculated using 

below equations. 

ℎ𝐸(𝑆) =  ∑ 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘) , 𝑤ℎ𝑒𝑟𝑒 𝑘{1,2,3, … , 𝑁}          -----------(5) 

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑘) =  √(𝑥𝑘 − 𝑥𝑘𝑔)2 + (𝑦𝑘 − 𝑦𝑘𝑔)2              -----------(6) 

 

where (𝑥𝑘, 𝑦𝑘) represents the coordinates of 𝑘 number position in current state, (𝑥𝑘𝑔, 𝑦𝑘𝑔) represents 

the coordinates of 𝑘 number position in goal state and 𝑁 represents number of tiles. 

 

2.3 Performance criteria 

The performance of search algorithms for solving the 8-puzzle problem are evaluated based on a 

set of parameters chosen carefully. This research assessed the effectiveness of heuristic functions by 

considering two measures; space complexity and time complexity. Space complexity deals with the 

memory needed by an algorithm to carry out the search. In this study, it was measured by the number 

of nodes expanded. Time complexity concerns with the time consumed by an algorithm to complete 

the search, often represented in big-O notation. For the 8-puzzle problem, time complexity was 

approximated using the number of nodes generated, which depends on the branching factor and depth 

of the goal state. Furthermore, time complexity can be expressed as 𝑂(𝑏𝑑), where 𝑏 is the effective 

branching factor and 𝑑 is the depth of the goal state (Iordan, 2016). This indicates that the time 
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complexity increases exponentially with the depth and effective branching factor, which was 

numerically calculated using equation (7). 

 

𝑁 = 𝑏∗ +  (𝑏∗)2 + (𝑏∗)3 + ⋯ + (𝑏∗)𝑑                             -----------(7) 

 

where 𝑁 is the total number of nodes generated by the root, 𝑏∗  is the effective branching factor, and 

𝑑 is the depth of the search tree. 

 

3 Results  

This research involved generating and solving 100,000 problem instances from the space of 

solvable 8-puzzle problems, which accounts for over 50% of all solvable instances. These instances 

were carefully selected to provide a comprehensive and representative sample. The analysis covered 

diverse problem instances and calculated the average depth of the problem space as 22. By assessing 

the performance of search algorithms and heuristics, the research provided a comprehensive evaluation 

of their effectiveness in solving the 8-puzzle problem. 

 

3.1 Graphical comparison of nodes generated in search algorithms 

To assess the time complexity of search algorithms, the number of nodes generated was measured 

and the average number of nodes for each depth was computed. The results clearly demonstrate that 

the use of heuristic functions resulted in a significant reduction in the number of nodes generated, as 

depicted in Figure 2. 

 

 

 
Figure 2: Average number of nodes generated 

 

 

3.2 Graphical comparison of nodes expanded in search algorithms 

To evaluate space complexity in the context of the 8-puzzle problem, the number of nodes 

expanded during the search process was measured. This metric provides insights into the efficiency of 

algorithms regarding their space requirements. Figure 3 graphically illustrates the average number of 

nodes expanded for UCS, A* with Manhattan heuristic, and A* with Euclidean heuristic. The figure 

clearly demonstrates that UCS expanded the highest number of nodes, whereas A* search algorithms 
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with Manhattan and Euclidean heuristics expanded significantly fewer nodes. This outcome 

emphasizes the importance of selecting an appropriate heuristic function to minimize the number of 

nodes expanded and improve the space efficiency of search algorithms. 

 
Figure 3: Average number of nodes expanded 

 

3.3 Graphical comparison of the effective branching factor 

The effective branching factor (EBF) is a valuable metric for measuring the time complexity of search 

algorithms, providing insights into their performance and time requirements. The average EBF was 

calculated numerically for each depth and search algorithm, and Figure 4 displays the results. The 

performance of Manhattan and Euclidean heuristics in improving algorithm efficiency was similar, as 

evidenced by their closely aligned lines in the graph. Additionally, as the depth increases, the 

difference in EBF between UCS and A* algorithms decreases, as depicted in the graph. 

The percentage reduction of these metrics was calculated at each depth, providing a clear measure of 

how heuristic functions improve search algorithm performance. Furthermore, average reduction 

percentages for nodes generated, nodes expanded, and effective branching factor were determined. 

These results, including both Manhattan and Euclidean heuristics, are presented in Table 1 for problem 

instances with a depth of 22, which represents the average solution depth. 

 

 Table 1: Percentage reduction of heuristic functions 

 

 

Heuristic function 

Percentage of 

reduction in 

average nodes 

generated 

Percentage of 

reduction in 

average nodes 

expanded 

Percentage of 

reduction in average 

EBF 

Manhattan  99.12% 99.19% 21.11% 

Euclidean  98.76% 98.86% 19.71% 
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Figure 4: Average effective branching factor 

 

4 Discussion 

The findings of this study demonstrate the effectiveness of heuristic functions in enhancing the 

space and time complexity of search algorithms for solving 8-puzzle problems. The analysis of metrics 

such as the number of nodes generated, nodes expanded and the effective branching factor provides 

accurate acumens into the performance of each heuristic function. Furthermore, the average reduction 

percentages of nodes generated, nodes expanded, and effective branching factor for problem instances 

with a depth of 22, show that both Manhattan and Euclidean heuristics yield similar improvements in 

space and time complexity, with Manhattan heuristic performing slightly better. The reductions 

achieved were significant, exceeding 98.7% for both complexities and heuristics. Manhattan heuristic 

also resulted in a reduction of over 21% in the average effective branching factor.  

The use of heuristic functions allows for a notable reduction in computation time. For example, 

when employing Manhattan heuristic as opposed to employing none, solving problems with an average 

depth of 22 becomes equivalent to solving problems with an average depth of 12 in terms of time 

requirements. Similarly, Euclidean heuristic offers substantial time reduction, making problems with 

an average depth of 22 equivalent to solving problems with a depth of 13. 

The findings highlight the substantial enhancements brought by heuristic functions to search 

algorithm performance, particularly in terms of time and space complexity. Utilizing heuristics 

effectively reduces the number of nodes generated and expanded, as well as the effective branching 

factor. As a result, search times are accelerated, and memory usage becomes more efficient. 

 

5 Conclusions 

This research concludes that heuristic algorithms, specifically A* with Manhattan and Euclidean 

heuristics, outperform the UCS algorithm in terms of both space and time complexity when solving 

the 8-puzzle problem. A* with Manhattan and Euclidean heuristics effectively reduced the number of 

nodes generated and expanded by over 99.1% and 98.7% respectively on average. The Manhattan 

heuristic showed a slightly higher average reduction compared to the Euclidean heuristic. The research 

also highlighted the significant impact of the effective branching factor on time complexity, with an 

average reduction of over 21% for the Manhattan heuristic. Furthermore, this study concluded that 
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minimizing the effective branching factor is crucial for improving the time complexity of search 

algorithms.  

Overall, this study provides valuable insights into the influence of heuristic accuracy on the 

performance of search algorithms for solving the 8-puzzle problem, benefiting various fields such as 

artificial intelligence, game theory, and operations research. 
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