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Abstract 

Logistics is a day-to-day real-life situation leading to a very large domain. Among the various 

kinds of logistics problems we encounter are those pertaining to transportation, product inventories 

and location. Traditionally, Operations Research (OR) techniques are used most often and are popular 

candidates for solving logistics problems. With the development of Hierarchical Task Network (HTN) 

planning algorithms, there has been a recent trend to use HTN planners to address planning problems 

in general. It is also envisaged that HTN planners could solve logistics problems; yet, no proof or 

evidence could be found as to whether this approach is more efficient or suitable to handle logistics 

problems. In this paper, a comparison is done to ascertain whether HTN planning could be more 

efficient than OR-based approaches in solving logistics problems. Results revealed that HTN planning 

outperforms the traditional OR-based approach, especially in solving moderate-sized and more 

difficult harder problems. Furthermore, HTN planning is capable of solving very large scale problems, 

whereas OR based approach was unable to handle them within the same computational resource 

limitations. 
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1. Introduction  

1.1 Operations research  

Operations research (OR) was initiated during World War II in Great Britain as a method of 

support for the military. Operations research groups began using radar technology and its applications 

to solve problems in military conflicts during 1936 (Gass, 1994); they were then supported to focus on 

logistics, modeling, and planning at the end of World War II. Operations researchers started to solve 

operations problems instead of military problems, and then OR was applied to business problems as 

well, after which, the business saw an increase in profits. As a result, these OR techniques were 

accepted to solve problems in the business area (Horvath, 1955). Operations research is the application 

of similar ideas to more important and challenging issues involving the operations of systems, 

including network of machines and organizations. Mathematical strategies are needed to be utilized 

when making these decisions using OR (Johnes, 2015). Descriptive, case-control, and retrospective or 

prospective cohort analyses are the three primary types of operations research (Zachariah et al., 2009). 

Standard OR techniques include linear programming, queueing theory, game theory, inventory 

control models, simulation, goal programming and transportation simplex method (Hash, 2011), the 

last of which is used in this research to solve transportation routing problems. Operations researchers 

have studied transportation and logistics problems for a quite long time. The first contribution 

(Schrijver, 2002) is a system of solutions for the transport of salt, cement, and other things from sources 

to destinations along the railway system. In newspaper distribution, to minimize delivery costs while 

limiting overall delivery delay time, it is crucial to ascertain the most effective newspaper delivery 

routes and schedules, as well as the distribution of newspaper agents. In order to solve this problem, 

the researchers looked into the regret distance method, modified saving algorithm, weighted saving 

algorithm, urgent route first algorithm, and modified urgent route first algorithm (Song et al., 2002). 

The rapid development of mathematical programming techniques together with the advances in 

computer hardware and software made a greater impact on the advances in operations research 

(Speranza, 2018). 

 

1.2 Logistics problems 

The logistics industry encompasses a broad spectrum of real-world problems and a vast array of 

challenges including those related to transportation problems, inventory, production and location 

problems. Organizing people to fight the fire, organizing people to accomplish military tasks, and 

organizing people to respond to natural disasters are a few examples of problems in the logistics 

domain, the characteristics of which are unique and generic as every problem has a unique aspect and 

requires a unique answer. Logistics problems are related to the pragmatic arrangement required to 

ensure the success of a complex plan involving several individuals and equipment. There is a long 

history of practical problems with logistics and transportation, under which items are produced in one 

or more factories and are delivered to one or more warehouses. Logistics problems are arisen in this 

situation when a company seeks to operate with lower expenses and higher profits (Yang et al., 2008).  

 

1.3 Hierarchical task network 

AI planning approaches are used to solve logistics problems. Dynamic Analysis and Replanning 

Tool (DART) is one such system deployed by U.S. forces during the Persian Gulf War in 1991 for 

automating logistics planning and scheduling for the transportation of military resources such as 

vehicles, cargo, and personnel. The system could handle a large number of vehicles and cargo up to 

50,000 (Cross and Walker, 1994). In a separate study, a planning model that is to be incorporated into 

a logistical decision support system for natural disasters has been developed. The dynamic time-

dependent transportation problem, which must be repeatedly handled at predetermined intervals, is 

addressed by the model. The plan for mixed pick-up and delivery times for vehicles as well as the ideal 

amounts and kinds of loads picked up and delivered on various routes are all provided in the plan 

(Ozdamar et al., 2004). 
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The hierarchy is a widely utilized framework for comprehending ideas in the universe. Real-

world tasks usually come with a built-in hierarchical structure; computational tasks, military tasks, and 

administrative tasks are just a few examples. It would be a waste of time to construct plans from 

individual operators, since in-built hierarchies can be used to avoid the exponential explosion of 

planning. The branch of Artificial Intelligence (AI) planning that represents and manages hierarchies 

is referred to as Hierarchical Task Network planning (Erol et al., 1996), the objective of which is to 

generate a sequence of actions performing a task. HTN planning includes a set of methods, each of 

which tells how to decompose a task into smaller tasks. Planning proceeds in this way by using 

methods and decomposing tasks recursively into smaller tasks until it reaches primitive tasks that could 

be directly performed by operators.  

HTN planning uses hierarchical task network to automate the planning process to reduce the 

search space when finding a solution to a planning problem. An initial state is transformed into a goal 

state by applying ordered available actions in traditional methods. When finding a solution, there need 

to be lots of possible actions at every decision point, so the search space is immense (Ghallab et al., 

2004). The best way to understand HTN planning is to compare it to its predecessor, STRIPS-style 

planning, which is quite similar to HTN planning in terms of both world representations and actions 

(Georgievski and Aiello, 2015). HTN planners and STRIPS-style planners differ from one another in 

terms of what they plan for and how they plan for it. Finding operators with the desired effects and 

stating their preconditions as sub-goals is how planning proceeds forward. On the other hand, one of 

the motivations for HTN planning was to close the gap between operations research techniques for 

project management and scheduling, and AI planning techniques (Tate, 1977). A recent research shows 

that using planning graphs approach, originally developed for action based planning, can greatly 

enhance HTN planning performance (Lotem et al., 1999) by combining Graphplan (Blum and First, 

1995) style planning graph creation with HTN style problem reduction. 

We have selected the HyperTensioN planning algorithm in this research for comparison. This 

approach of planning makes use of a three-stage compiler designed to support optimizations in 

multiple domain description languages. New domain description languages can be supported with ease 

due to the flexibility provided by the front and back-end modules and the middle-end pipeline makes 

it possible to conduct a variety of transformation and analysis tools to be executed before planning 

(Magnaguagno et al., 2020). 

 

1.4 Transportation problem 

Transportation science emerged in the 1960s and 1970s. Back then, traffic and public 

transportation were called transportation. Following the 1980s, several research studies led to the 

development of rail, sea, and air transportation. Thereafter, transportation was expanded to encompass 

passenger and freight transportation. In 1990s, logistics began to arise with operations and then later 

evolved to supply chain management. Between 2000 and 2010, a large number of real-life applications 

were covered by transportation and logistics (Speranza, 2018). 

 

 

2. Methodology  

2.1 Mathematical model 

Transportation models have been extensively used in business problems such as, control and 

design of manufacturing plants, determining sales territories, and locating distribution centers and 

warehouses, etc. Tremendous cost savings have been achieved through the efficient transportation of 

goods (these will be called the packages in our research) from sources to destinations. Trucks are used 

to transport packages or deliver packages from sources to destinations. In general, a transportation 

problem is specified by the following information:  

1. A set of m sources from which packages are delivered. Source i can supply at most si packages. 
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2. A set of n destinations to which the packages are delivered. Destination j must receive at least 

dj packages. 

3. Each package from source i and delivered to destination j incurs a variable transportation cost 

of cij. 

A transportation table can be constructed with the pertinent data as shown in Figure 1. 

 

  
Destination 

1 

Destination  

2 
..... 

Destination  

n 
SUPPLY 

Source 1 
  c11   c12       c1n 

s1 
                

Source 2 
  c21   c22       c2n 

s2 
                

..... 
                

  
                

Source m 
  cm1   cm2       cmn 

sm 
                

DEMAND d1 d2   dn   

Figure 1: Prototype of transportation problem 

 

The objective of the transportation model is to determine xij, the number of packages delivered 

from source i to destination j, over all routes (i, j) so as to minimize the total cost of transportation. If 

total supply equals total demand, then the problem is said to be a balanced transportation problem. 

Otherwise, it is referred to as an unbalanced transportation problem. When there is more supply than 

demand, we can create a dummy destination with a demand equal to the surplus supply to balance the 

transportation problem. Shipments to the dummy destination have a unit transportation cost of zero 

since they are not actual shipments. On the other hand, there is no feasible solution to the problem if 

the total supply falls short of the total demand. Sometimes it is preferable to give in to the prospect of 

unfulfilled demand in order to resolve this issue. In these circumstances, unfulfilled demand is 

frequently penalized, and the problem is balanced by adding a dummy source. Hence, it is sufficient 

to look at a way of solving a balanced transportation problem, which is formulated as below. 

Minimize 
==

n

j

ijij

m

i

xc
11

 

Subject to 

 misx i

n

j

ij ,,2,1;
1

==
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 Supply constraints 

  njdx j

m

i

ij ,,2,1;
1

==
=

 Demand constraints 

  xij (an integer)  0 ; i = 1, 2, , m;  j = 1, 2, , n 

 

2.2 Transportation simplex method 

The transportation simplex method is an iterative method that requires an initial feasible solution 

to start with. A number of methods are available to find this initial feasible solution to a balanced 

transportation problem, and we have used the Northwest corner method in our research.  

 

2.3 HyperTensioN planner 

HTN planning approach is an automated planning technique that allows the links between 

actions to be stated as a hierarchy. This approach defines planning problems by providing a set of 
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tasks, which might be primitive, compound, or goal. The basic algorithm for HTN planning is shown 

in Figure 2. HyperTensioN is a Ruby-written three-stage compiler (Magnaguagno et al., 2020) (Figure 

3) for HTN planning, whose original idea was to convert conventional planning instances into 

hierarchical planning instances automatically. Before compilation into the target representation, the 

Hype tool allows various middle-ends to execute, even repeatedly, controlling module execution at 

each level. The HyperTensioN TFD (Ghallab et al., 2004) planner completes the HTN compiler output 

completing this pipeline with the plan output. 

 

 
Figure 2: Basic algorithm for HTN planning (Magnaguagno et al., 2020) 

 

 

 
Figure 3: HyperTensioN three-stage compiler (Magnaguagno et al., 2020) 
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2.4 Problem generator 

A problem generator was implemented using Python to generate OR and HTN instances of 

varying degrees of complexity. Since unbalanced transportation problems can be handled by adding 

an extra source/destination, we have generated only the balanced problems. First, OR problem 

instances are generated, and then using the same parameters, HTN instance files are generated. These 

problem instances are then executed using the transportation simplex method and HyperTensioN 

planner, and the outputs of both methods are collected separately into individual text files. 

 

3. Results  

We have generated 5000 problem instances with 5 instances of the same problem size.  We 

started by generating problem instances with 2 sources and 2 destinations, randomly assigning a 

number of packages to each source, and then randomly assigning a destination for each package at 

each source. We have repeated the above process by gradually increasing the number of sources, 

destinations, and packages ending up at 1,000 sources.  

Problem instances are divided into three categories, namely simple, moderate and hard problems, 

based on problem size and hence ensuring the complexity of the problem. The product of the number 

of sources and the number of destinations, which gives the size of the cost matrix in terms of the 

number of elements for transportation simplex method, is considered to be the problem size. The sizes 

up to 900 being classified as simple problems, sizes 900 – 2,500 as moderate, and sizes 2,500 – 10,000 

as hard problems.  

CPU time, without including I/O overhead, is used as the performance metric for this research. 

CPU times have been recorded for each problem instance executed under both approaches and 

averaged over the five instances of the same problem size. All experiments were run on an 8th 

generation Intel dual core-i3 processor running at 2.20 GHz with 8 GB RAM. We have imposed a time 

limit of 30 minutes in our experimental set up. 

 

3.1 Simple problem instances 

Figure 4 shows the average CPU times in seconds to solve all the problem instances in the simple 

problems category by transportation simplex method and by HyperTensioN planner. It could be seen 

from this graph that CPU times are similar for around first half of the problem instances in this category 

but for the rest, the HyperTensioN planner gave less CPU time compared to those by transportation 

simplex method.  

 

 
Figure 4: Average CPU times for simple problems  

mailto:gamini@sjp.ac.lk


Sandamali et al/Current Scientia 27 No.01 (2024) 18-27 

*Correspondence: gamini@sjp.ac.lk 

© University of Sri Jayewardenepura 24 

 

 

3.2 Moderate problem instances 

Figure 5 shows the average CPU times in seconds to solve all the problem instances in the 

moderate problems category by transportation simplex method and by HyperTensioN planner. It is 

evident from the graph in the figure that CPU times for the HyperTensioN planner are way below for 

those by transportation simplex method for all the problem instances in the moderate problems 

category, making it clear that HyperTensioN planner outperforms the transportation simplex method 

as the complexity of the problem increases.  

 

 
 

Figure 5: Average CPU times for moderate problems  

 

 

3.3 Hard problem instances 

The average CPU times to solve all the hard problem instances by the two methods are shown in Figure 

6. Results revealed that some hard problems instances could not be solved by the transportation 

simplex method within our computational resource limitations. These problem instances are collected 

and shown in Table 1 together with CPU times by HyperTensioN planner. It could be seen from Table 

1 that the HyperTensioN planner took less than 10 seconds to solve these hard problems. It is clear 

from the figure that CPU times for the HyperTensioN planner are way below the CPU times by 

transportation simplex method for all hard problem instances. 

 

Figure 6: Average CPU times for harder problems 
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3.4 Very hard problem instances 

Since some of the hard problems could not be solved by the transportation simplex method, we 

have additionally generated a set of 200 very hard problem instances to investigate the capability of 

the HyperTensioN planner for scaling up. Very hard problems generated include up to 1400 sources 

and thousands of packages. These hardest problems could be solved by the HyperTensioN planner in 

less than 20 seconds, whereas the transportation simplex method could not solve any of them within 

our computational resource limitations. 

 

Table 1: Average CPU times in seconds for harder problems 

     
 

4. Discussion  

There are various approaches for solving logistics problems; the two most well-known ones are 

operations research and hierarchical task network planning. However, no literature could be found on 

the research done to compare these two approaches to determine which is better suited for solving 

logistics problems. Our research addressed this problem. In contrast to operations research techniques, 

hierarchical task network planning proves to be the most effective method for solving logistics 

problems, according to our investigation into this issue. Several operations research techniques are 

available to address logistics problems; however, in this research, we exclusively employed the 

transportation simplex method since it was specifically developed to solve transportation-related 

logistics problems, which is the type of logistics problems we examined in this paper. Further, a variety 

of hierarchical task network planning algorithms exist; nevertheless, the HyperTensioN planner was 

chosen for our research primarily due to the fact that it won the first place in the International Planning 

Competition in 2020. 

Results presented in the previous section revealed that when the complexity of the problem 

increases by increasing the number of sources and destinations, the transportation simplex method fails 

to find the solution within the computational resource limitations. Increasing the number of 

sources/destinations increases the dimension of the cost matrix used by the transportation simplex 

method requiring the method to manipulate bigger matrices, and that might be where the computational 

resources are exhausted for the transportation simplex method. Further, the simplex method could not 

solve any of the 200 very hard problem instances we generated, whereas the HyperTensioN planner 

was able to solve all of them with the hardest problem solved in less than 20 seconds. 

 

5. Conclusions 

Based on our experiments we have found that the HyperTensioN planner outperformed the 

transportation simplex method in solving transportation problems, especially the moderate and hard 
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problems. The transportation simplex method failed to find the solutions to some hard problems within 

our computational resource limitations. Furthermore, it could not solve any of the 200 bigger problems 

we have generated, which indicates that the simplex method is unable to scale up to larger problems 

whereas the HyperTensioN planner solved them in less time within the same computational resources. 

We conclude that HTN planning is more appropriate for solving larger transportation problems 

compared to OR-based simplex approaches.  

Finding the best way to solve logistics problems is the aim of this research, so that we may be 

able to find the optimal solution with less cost and in less time. Moving forward with this research and 

extending it to include other logistics problems, we can hope to find the best method to solve overall 

logistics problems, since we have considered only the transportation-related logistics problems. 
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